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Abstract—In upcoming very high-speed WLANSs the physical of the MAC frame payloads, overhead such as PHY headers
layer (PHY) rate may reach 600 Mbps. To achieve high efficiency and contention time typically do not decrease at the same rate

at the medium access control (MAC) layer, we identify funda- ; : e ; :
mental properties that must be satisfied by any CSMA/CA based gng thus begllln t? (tjog'!naltf fr?me htranS.I;mSSIOE times. ;I;]hlts
MAC layers and develop a novel scheme called Aggregation with ehaviour '$ llustrated n Ig » wWhere | C,an € seen tha
Fragment Retransmission (AFR) that exhibits these properties. €ven under ideal case conditions the MAC efficiency falls from

In the AFR scheme, multiple packets are aggregated into and 42% at a PHY rate of 54 Mbps to only 10% at 432 Mbps.

transmitted_in_ a single large frame. If errors happen during The problem here is a fundamental one for MAC design,
]E:]aemgagfem'rs:tgr‘{srmlé dt.hincoég‘;ﬁ’;ﬁg IL%%@F?;S dcgvetroep;grgtg namely that due to cross-layer interactions the throughput of
evaluate the throughput and delay performance of AFR over the current 802.11 MAC does not scale well with increasing

noisy channels, and to compare AFR with similar schemes in the PHY rates. With continuing improvements in PHY technology
literature. Optimal frame and fragment sizes are calculated using and demand for higher throughput, the MAC scaling behaviour
this model. Transmission delays are minimised by using a zero- jg of key importance.

waiting mechanism where frames are transmitted immediately . L .
once the MAC wins a transmission opportunity. We prove that While the current focus of 802.11n activity is on achieving

zero-waiting can achieve maximum throughput. As a complement 100 Mbps throughput at the MAC layer, stillhigher target
to the theoretical analysis, we investigate by simulations the data rates can be expected in the future. To avoid repeated

impact of AFR on the performance of realistic application MAC redesigns, one basic question that we seek to answer is
traffic with diverse requirements. We have implemented the AFR \uhether it is feasible to extend the 802.11 MAC to maintain

scheme in theNS-2 simulator and present detailed results for . -
TCP. VoIP and HDTV traffic. high MAC efficiency regardless of PHY rates. We answer

The AFR scheme described was developed as part of thethis in the affirmative. In particular, we identify fundamental
802.11n working group work. The analysis presented here is properties that must be satisfied by any CSMA/CA based MAC

general enough to be extended to the proposed scheme in thelayers and develop a novel scheme called Aggregation with
upcoming 802.11n standard. Trends indicated in this paper pragment Retransmission (AFR) that exhibits these properties.
should extend to any well-designed aggregation schemes. In the AFR scheme, multiple packets are aggregated into and
Index Terms—Medium access control (MAC), Wireless LAN transmitted in a single large framelf errors occur during

(WLAN), IEEE 802.11, IEEE 802.11n. the transmission, only the corrupted fragments of the large
frame are retransmitted. In this scheme, a new delimitation

. INTRODUCTION mechanism allows for higher throughput with less overhead

mpared to previous designs. We study a fragmentation

Wireless LANs based on 802.11 technology are becomiff
9y chnique where packets longer than a threshold are divided

increasingly ubiquitous. With the aim of supporting ric

multimedia applications such as HDTV (20 Mbps) and pyito fragments before being aggregated. An analytic model is
(9.8 Mbps), the technology trend is towards increasin?ﬁfyebped to evaluate the throughput gnd delay .of AFR over
higher bandwidths. Some recent 802.11n proposals seekfiSY channels, and to compare AFR with competing schemes.
support PHY rates of up to 600 Mbps ([4], [6], [7]. [47]).Opt|mal frame and fragment sizes are calculated using this

However, higher PHY rates do not necessarily translate id%"de" and an algorithm for dividing packets into near-optimal

corresponding increases in MAC layer throughput. Indeed,ff’l’jlgments IS deS|gped. ) _
is well known that the MAC efficiency of 802.11 typically A Second question we seek to answer is whether higher
decreases with increasing PHY rates [9], [48]. The reasonljgnsmission delays are an unavoidable result of using aggre-
that while increasing PHY rates lead to faster transmissiofition to achieve high throughput. In particular, is additional
delay necessarily introduced (i) by the need to wait until suf-
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aggregation scheme, the frame sizes adapt automatically to Hﬂmgg: 8]: g;?lfets i a frame

PHY rate and the channel state, thereby maximising the MAC, Number of fragments in a frame
efficiency while minimising the holding delay. m/ gunlbe;_ of ftr_agments in a packet
. . . . . . ontention time
Thirdly, we |nvest|gat(_e py S|mqlat|pns thg |mpact of AFR on Time duration of SIFS
the performance of realistic applications with diverse demandszy; ys

Time duration of DIFS
For this we follow the 802.11n usage model [8]. We implement Lack Overhead for transmitting an ACK frarhe

the AFR scheme in the network simulatiS-2and present | ZE7rs | Time duration of EIFS
detailed results for TCP. VoIP and HDTV traffic. Results Ty i Time duration to transmit the PHY headers of one frame

e . ' o e Tmee Time duration to transmit the MAC headers of one frame
suggest that AFR is a promising MAC technique for very T/7* | Time duration to transmit the fragment headers of one frame

Time duration to transmit one packet
Time duration to transmit payload of one frame

high-speed WLANSs. Moreover, AFR is particularly effective| T,

for rich multimedia services with high data rates and large L7, >
e Overhead for transmitting one packet

: : o . T

packet sizes, which are key apphcatlo_ns in future WLANs._ Tofz Overhead for transmitiing payload of one frame
The remainder of the paper is organized as follows. Sections Propagation delay

Il details the motivation of this work. We identify in Section| o PHY layer time slot

Il the fundamental properties that must be satisfied by any”’ Payload size in one frame (bytes)

. . . i Packet size (b
aggregation schemes, and introduce in Section IV the AFRy, frag nggﬁei?§i§ey{§§293)

scheme. A theoretical analysis is given in Section V while Li Fragment header size (bytes) _
Section VI presents detailed simulation results. Finally we Aggregate size of all MAC headers in one frame (bytes)

. . . . Aggregate size of all fragment headers in one frame (byte
summarise our conclusions in Section VIII. FCS size (bytes)

TABLE |
NOTATION USED IN THIS PAPER

n

)

1. MOTIVATION
A. DCF and lts Inefficiency

Transmission of a frame inevitably carries an overRead T by eld whereT™' denotes the fime
which we can consider as additional tin‘]%”h, In 802.11 duraﬁglrfl to trgwgrsnit anthCK frgfrlfe. Ncl):t)éiﬁét we defﬁgjﬁck in this way for
the overhead includes the timi&”}¥ required to transmit the notation brevity.

PHY header, the tim@ ¢ to transmit the MAC header, the °Trrrs = Tack
CSMAJ/CA backoff timeTcw , and the timel ., to transmit
a MAC ACK (Notation is listed in Table I). ) ) ) ) o

In order to clarify the impact caused by the overhead, wdeal case where the channel is perfect with neither collisions

define MAC efficiency as: nor errors [48], hence the overhead of thg .backoff process
is minimised. It can be seen that the efficiency decreases
- _ (1) dramatically as the PHY rate increases. In a 216 Mbps WLAN,

T, + T, the efficiency is only about 20%. When the PHY rate increases

whereT,, is the time required to physically transmit a packe® 432 Mbps, the efficiency decreases to aroufgh.

(i.e., the frame payload), anfl’, = T/"Y + T;7%¢ 4+ Tow +

T.cr as just explained above. As the PHY rateincreases, B. Burst ACK and Block ACK

for a fixed packet sizé,, the timeT,, = L,/R to transmitthe 14 Burst ACK (e.g., [42] [37] and [43]) and Block ACK
packet payload decreases.TIf;, does not also decrease then, o (31 [45]) schemes have been proposed in the literature
the efficiencyy — 0 as R — oc. L for improving efficiency. Burst ACK performs the backoff

As the PHY rate increases, the contentlon.tlmm/ does process once for a series of data and ACK frames (See Fig. 7
not decrease towards zero due to the constraints placed Oan?edetails), while Block ACK goes one step further by using

minimum slot size by clock synchronisation requirements a%dsingle ACK frame for multiple data frames (Fig. 7), thus
on DIFS by the need for backward compatibility. Sim"ar'yreducing the number of ACKs and SIFS.

the duration of the PHY header is not expected to decrease;n both schemes, the backoff tirfié.y; is incurred once for
with increasing PHY rate owipg Fo backvyard compatibilityM packet transmissions, wheié is the size of a packet burst.
and PHY-layer channel equalisation requirements [4]. ThWith Burst ACK, the per packet overhead is approximately

n

as the PHY rate is increased, the time to transmit a fra

quickly becomes dominated by the fixed overhead associaFg’éﬂp _ phy
with the PHY header, contention time etc. Much work haﬁ1
2

been done to minimise the contention time component

the overhead by regulating the randomised backoff proc?[fI

(e.g., [16] [49] [33]) to reduce the number of collisions an

idle slots. However, in very high-speed networks, the MA%I
efficiency is still intolerable even without these problem§h
For example, we illustrate in Fig. 1(a) the efficiency in th?O

oh

hdr

M = TP LT+ Tow /M +Tye, while for Block ACK it
+T7+Tow /M ~+Taer /M. It can be seen that
e contention overhedfl-yy and MAC ACK overheadr, ..
e amortised over multiple packets by these two schemes,
Rrefore improving efficiency.
However, the per packet PHY header overh@ﬁgf and the
AC header overhead;”2¢ are left untouched. According to
e proposal 802.11n [4] for the future WLANS, it is likely
take at leastl4us to transmit a PHY header (antBus

2|n the DCF scheme, there is only one packet in each frame, so the paéﬁ(gen two antenna radios are used [4]). For comparison, the

size and the payload size of one frame are the same.

transmission duration of a 1024-byte frame at a PHY rate of
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Fig. 1. (a) Legacy DCF efficiency in the ideal case with a 1024-byte frame size. The x-axis represents the PHY data rate. The y-axis represents the rati
the ideal throughput to the PHY rate. (b) Large frames transmission in DCF where PHY rate is 54 Mbps. (c) MAC and PHY parameters used.

216Mbs is40us, and at 432Mbs i20us. As the PHY rate functionalities to our scheme, with a speci@dlimiter for

is increased, the time to transmit a frame quickly becoméxating each fragment in a frame. Other related work includes
dominated by PHY headers, the MAC efficiency rapidlyhat of Ji et. al. [22] where an aggregation technique is used
decreases and efforts to increase the system capacity putelgolve an unfairness problem in WLANSs. Ji et. al. suggest
by increasing the data rate are thus of limited effectivenesmmoving the DIFS, SIFS and backoffs before a series of

even when Burst ACK or Block ACK are employed. packets, and transmitting the packets together in a large PHY
layer frame. However, a small PHY heade2/s) is used to
C. Aggregation Schemes identify each packet within a frame. In [23], a two-level (one

Aggregation schemes seek to amortise the PHY header oMAC, another at PHY) aggregation scheme is proposed that
head across multiple packets. This is achieved by transmitttges & Similadelimiter to that in the TGn Sync proposal [4].

multiple packets in a single large frame. However, there is
a traditional dislike for transmitting large frames in wireles®. Open Questions

networks since in a noisy channel (e.g3ER > 107°),  Aphough aggregation is not a new idea, many fundamental
the throughput can fall as larger frames are used [24]. Vgﬁestions remain open:

illustrate this in Fig. 1(b). However, we note that in traditional How d ¢ kets? The f ¢
retransmission schemes a whole frame is retransmitted evefy |10 90 W€ aggregate packets: € frames we want are
larger than typical packets. If the packets from the upper

if only one bit is lost. This raises the question of whether it . . S

is possible to retransmit only the erroneous part(s) of a frame Ia}yerl ar? Iargeh anI((:ij arnve rap|dI?]/, then s\ggre%atmn IS

— if properly designed, such partial retransmission could be simp e'.l.nOt’ shou atlmm.g mechanism be used to :’a't

expected to improve performance. This is a key motivation of for sufficient pa(_:kets to arrive _to form a "?‘rge frame? If

the work presented here. SO, how_ much time do we wait to maximise throughput
while minimising delay?

Although this idea seems simple at first glance, it is actually What i ot i . it? Should
a radical challenge for PHY and MAC technology. From the * atis an appropriate (re) ransmission unit< should very
large packets be divided for retransmissions?

PHY viewpoint, the traditional small-packet rule does not hold i . .

any more. The PHY layer has to transmit very large frames,® A suitable an_aly3|_3 qf aggregation throughput and delay
and has to continue decoding even if the BER exceeds some performance is missing. L .
previously unacceptable value. Under these conditions, the® How dges pgcket aggregatlonllmpact real world traffic,
size of the largest practical frame is still unknown [4]. From e.g. voice, video and TCP traffic.
the MAC viewpoint, any retransmission scheme carries anVVe address these open questions in this paper.
associated signalling overhead and hence a trade-off exists be-

tween system efficiency and the granularity of retransmission. I1l. FUNDAMENTAL CONSIDERATIONS

Moreover, since real traffic is typically bursty/on-off in nature, e highlight in this section the basic requirements that must
this raises questions as to the optimal policy for aggregatipg respected by any aggregation schemes that seek to maintain

packets into frames, for example how much time should thgyn MAC efficiency as PHY rates increase, and introduce the
MAC wait for sufficient packets to arrive to form a large framezero-waiting approach to aggregation.

Our previous work on aggregation schemes resulted in a
proposal for the forthcoming IEEE 802.11n standard. In [5], o
[26] we propose to aggregate multiple packets into a singie MAC efficiency
large frame and, should an error occur, the damaged packetShe basic requirement for high efficiency is to aggregate
are retransmitted. The present paper substantially extends gaskets into large frames so as to spread the cost of fixed
previous work, see Section II-D. In parallel with our workpverhead across multiple packets. To reduce the overhead asso-
there are other activities in the 802.11n standard workimgated with transmission errors, each frame is sub-divided into
group on this topic (e.g., [4], [6], [7]). These support similafragments, with packets that exceed the fragment size being



divided. Fragments are the unit used in the retransmissionWhen the per packet overhead satisfy these conditions, the
logic, i.e., damaged fragments rather than the entire frame pex packet MAC efficiency is

retransmitted. I
The time to transmit a packet i5, = L,,/R, whereL, is e =T T(a/bi L) (4)
the packet size an® is the PHY rate. Hence, the per packet P !
MAC efficiency is where L,; denotes the size of one fragment header and
T, L/R T,fg,:}’ + T + Tew + Tack. o
Mp = (2 Firstly, observe that the efficiency is nicely decoupled from

L+ T Le/R+T5, the PHY rateR, i.e., the throughput scales witR. Secondly,
We can see thaf, = L, /R scales withl /R. We show that as we increase the facté; we can see that the efficiency
under certain assumptions, it is indeed possible to mainta@symptotically tends to
a constant MAC efficiency whileR? is increased. That is, 3 L,
we may decouple MAC efficiency from the PHY rafe In M =
order to maintain MAC efficiencyy,, we require that the
per packet overhead”, also scales withl/R. Considering Whered = (rm/Ly)/L,.
7" in more detail, we can typically decompose it into the That is, the efficiency is fundamentally limited by the
following elements (wherer denotes the average numbenumber of fragments per packet’ and the number of
of transmissions before all fragments from this packet aretransmissions-. In particular, if we use a large fragment
transmitted successfully and other notation is listed in Tal$éze, corresponding to a smal’, such large fragments are
): more likely to be corrupted, we have therefore smalland
phy mac frag large r. On the other hand, when a packet is divided into
(Thdr + Thdr + Thdr + TCW + Tack) T

1

= 5
Ly+r-m'- L 1+d )

TP — (3) many small fragments, corresponding to use of a large
oh M - . .
the probability of a fragment being corrupted is low and we
To ensure thaf?, scales withl/R, we require that: have largen’ but smallr. To achieve high efficiency, we study

« The number of packetd/ in a frame should be propor-in Section V-D a fragmentation technique where packets with
tional to R, that is M = bR for some constant. This Sizes exceeding a threshold are divided into fragments to deal
ensures that the overheﬁfﬁf, Tye¢, Tyer and Tow with the tradeoff betweem’ andr.
translate into a per packet overhead that scales Rith ~ Comment 1:At high rates in a noisy channel the question

« Since there is only one MAC header and one ACKT the impact of errors in the received fragment headers arises.
per frame, whenM is proportional toR there is no First, we only require that the rate used for sending the
fundamental constraint on the rate at which MAC headef@gment headers is proportional to the data @&teThus, to
and ACK frames are transmitted. The same is not true fprotect the fragment headers they may be sent at a relatively
fragment headers. low rate (e.g. at half, or less, of the data rate) and in this

« For a given fragment sizBy,.,, the number of fragments way we can ensure that the majority of bit errors affect the
in a framem increases with the number of packets data payload only. Second, fragment header size (8 bytes in
in a frame, i.e.;.nm = m’M wherem’ is the number of AFR, see Section IV-A) is minimised to ensure low error
fragments per packet, we thus hawve = m’bR when probabilities. Third, in the frame we collect the fragment
M = bR. Hence, forT}7“9/M to scale with1/R the headers together with the MAC header (details in Section
rate at which fragment headers are transmitted must BeA) so that FEC can be more easily employed to enhance
chosen to be proportional (Seemment 1to R, in which robustness.
caseT}7* /M = mL,/R = m'Ly/R.

« The retransmission timeis constant. For a given packet
size the number is determined by the BER. The BERB, zero-waiting
itself depends upon the channel signal to noise ratio and
the choice of coding. A rate controller is typically used to When the channel is lightly loaded to the extent that DCF
adjust the coding and rafe to maintain the BER below a is enough, deliberate waiting only leads to higher delays. If
target level [35] [36], reflecting application and transpothe channel is in a heavily loaded condition where backlogged
layer requirements In the following we assume the usebuffers mean that the desired numbers of packets to form large
of a rate controller and thus that rate is adjusted to ensdfames are always available when transmission opportunities
that the average number of retransmissionsemains are won, then all waiting schemes are the same. If the
approximately constant. We also note that if BER is nghannel is in an intermediate situation between these two
regulated via rate control, then provideds bounded or extremes, waiting for a certain amount of time for packets
is a known function of rateR then the scaling analysisto accumulate seems reasonable at first glance. Nevertheless,
can be extended to include this situation. we argue that fundamentally there is no need to wait for

packets to accumulate at the MAC layer and it is sufficient
_ 3_For example, since TCP congestion control views packet losses asjgdtead to simply start a transmission whenever the MAC
indicator of congestion, TCP throughput is strongly dependent on the link. L . . " .
loss rate (e.g., [14] [15]) and too high a loss rate may then prevent hijfinS @ transmission opportunity. This zero-waiting mechanism
utilisation of the wireless channel. evidently performs well in both lightly and heavily loaded
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situations. In the intermediate sthtethe frame size used
adapts to the minimum required to service the offered load.
Specifically, when the current level of efficiency is too low for e Frame header Frame bod
the offered load, a queue backlog will develop which in turn (A The data frame format

' MAC header | Fragment headers |Fragment 1

FCS‘ ...... ‘FCS

Fragment N ‘ FCS

H H P H H 2 2 6 6 6 2 6 2 1 4
Indu.ces Iarger frames and Increase.d eﬁ:ICI.enCy' lf the InC(_)mlng Frame | Duration| Address| Address| Address| Sequence | Address | Fragment | Fragment ch‘
traffic subsides, smaller frame sizes will be automatically [conwl] > | 1 2 | 3 |Conwol | 4 | size | number
selected. Evidently, such a policy minimises holding delay at (B) The MAC header

the MAC layer. We show that this opportunistic aggregation iavis 12bis 2 6bis 2 14bits 12bits 2 6bits 2

Packet
D

Packet
length

Packet
ID

Packet
length

Start
Pos

Start

policy can also maximise network throughput where it is Sar

feasible to do so.

We first characterise the maximum achievable efficiency and
the maximum throughput that any aggregation MAC schen,lpg_ 5
can support. Assuming that there are no collisions and errors
in the networR, corresponding te = 1, we can write the per
frame MAC efficiency as

Ty B 1
Ty+a+d-Ty 1+d+a/T}’
and in the rest of this section, we show that the maximuff: 3 ACK formatin the AFR scheme.
achievable efficiency,,q. = 17, and the maximum throughput
Smaz = R/(1+ d).

Let the mean arrival rate of the offered load be =
aSmaez = aR/(1 + d) bits per second whereé < o« < 1
is a real valued factor. During the timg; + a + d - Ty to
transmit a frame, on average we expect(Ty +a + d - Ty) IV. THE AFR SCHEME

arrivals at the queue. Selecting the frame size to be the samtle hi ) q ibe in detail the AFR sch based
as queue size(k), we have that, n this section, we describe in detail the scheme base

on the insight provided by the foregoing analysis.

offset offset

FCS‘

FCS ‘

(C) The fragment headers

Data format in the AFR scheme.

2 2 6 32 4

Receiver
address

Frame

Duration
control

Fragment bitmap | FCS |

(6) ACK frame format

nr =

a given level of loada, the frame sizelL; scales withR.
Therefore, with a multi-rate enabled wireless card, the frame
size also adapts automatically to the changing PHY rfate

Elglk+1)] = v-Tf+a+d-Ty]
= v-[(1+d)E[g(k)]/R+ a] A. AFR Implementation
— - Elgk)] + a-a- R' @) Clearly, new data and ACK frame formats are a primary
1+d concern in developing a practical AFR scheme. Difficulties for
These queue dynamics can be written as new formats include (i) respecting the constraints on overhead
. noted previously and (ii) ensuring that in an erroneous trans-
" . . . R . . . . . .
Elq(k +1)] = o' E[g(k)] + Z gi-l. e mission the receiver is able to retrieve the correctly transmitted
— 1+d fragments — this is not straightforward because the sizes of the

corrupted fragments may be unknown to the receiver.
In our scheme, a MAC frame consists of a frame header
and a frame body (Fig. 2(a)). In the new MAC header, all
a-a-R ®) the fields of the DCF MAC header remain unchanged, and we
(1—-a)(1+d) add three fields —fragment sizefragment numbeand aspare
Combining Equation (6) and (8), we derive that field. Thefragment sizeepresents the size of fragment used in
o the MAC frames. Théragment numberepresents_the _number
Ny = T3d= Q- Mmaz- of fragments in the current MAC frame. Tlsparefield is left
for future extension and maintaining alignment. The frame
As a — 1, we can see that the zero-waiting policy achievasody consists of fragment headers, fragment bodies and the
the maximum efficiency. corresponding Frame Check Sequences (FCS) (See Fig. 2(b)
From equation (8), we can see two important features ghd (c)).
zero-waiting. First, when the offered load is light (i.e.,is The fragment header section of the frame body has a
small) small frames will be used. As the load increases, larggiriable size. It includes fror to 256 fragment headers, each
frame sizes will be automatically selected. Thus, zero-waitirg which is protected by a FCS. The length of each fragment
elegantly creates a feedback loop whereby MAC efficiency figgader is constang (ytes) and known to both the sender and
regulated based on queue backlogs as expected. SecondiH@feceiver. For the receiver, it knows where the first fragment
header starts from and what the fragment header size is, thus
4We note that this simple zero-waiting scheme is also attractive fromiacan locate all the fragments in the frame even if some of
practcl P of Vi 5 1 s bech chseried et rea vl raffc S4fem are cormupted during the transmission.
of a more complex waiting scheme difficult. Each fragment header is composed of six fields: packet ID
5Proof for more complicated cases is left as further work. (pID), packet lengthgLEN), startPos offset spareand FCS

Hence, providedy < 1 then ast — oo, we have that the
gueue dynamics are stable. Asymptotically, we have that,

E[Ls] = Elq] =



fagerTT pac"ft ID pac"l%tzlsength Stagpos Oﬁget all suitable for AFR. Interested readers can refer to [13], [38]
fragment 2 1 1025 512 1 and [20].
fragment 3 1 1025 1024 2 3) Multiple destinations:Thus far, we have focussed only
fragment 4 2 40 1025 0 on aggregation between a single source-destination pair. This
TABLE I facilitates a clear understanding of the pros and cons of the ag-
AN EXAMPLE USAGE OF THEAFR FRAME FORMATS. gregation itself. In order to support one-to-many aggregation,

a broadcast/multicast MAC address should be used and all
i _ — _ _ stations that hear the transmission then check a new receiver-
Algorithm 1 : Pseudo Code of the receiver's running logic jis; field in the MAC header which specifies the destination

L. if MAC header is correcthen address for each fragment. That is, the only modification

2 for i = 0 to fragment number 1 do . . . . . .

3 if Fragment i's header is corredhen in terms of frame format is adding the receiver-list field.

4 if packet length< fragment sizethen However, one-to-many aggregation introduces a number of

5: fragment i's length =pLEN; ; ; ; ; ;

o else if offset= |pLEN)fragment sizé then new issues which we me_ntlon below. Resolving these issues

7 fragment i's length =pLEN - offset* fragment size IS b_eyond the scope of this paper. _ _ _

8 else _ _ Firstly, one-to-many aggregation requires consideration of

181 en‘;""i?men“s length <ragment size new ACKing techniques to avoid collisions between ACK

11: fragment start position startPosin the fragment header. transmissions by the multiple receivers. This might be

12: check the correctness of the fragment body using the FCS of achieved by sequential transmission of ACKs or perhaps by

13: end if ; ; ; ;

14: record correctness (including fragment header and fragment boc}ize of advanced phySICaI I_ayer tEChmques (COdmg’ m_ultlple
of the fragments in a data structure called &@K bitmap tennas) to enable decoding of AQKS that are sent S|m.U|ta'

15:  end for . _ _ neously (e.g., [18] [41]). The resulting performance requires

16 construct ACK frame using theCK bitmapand send it back. detailed study and these techniques are not proposed for future

17:  update the receiving queue according to A@€K bitmap
18:  check the receiving queue and transfer all correctly received pack&92.11n standard [4].
upwards, and remove them from the receiving queue. Secondly, multiple antenna systems are widely considered

%g elsc?iscard this frame and defer an EIFS before next transmission. to be of vital |mpo_rtance for achieving very hlgh transmlss!on
21: end if rates [4]. The design of one-to-many aggregation for multiple
antenna systems remains an open question that is likely to
require tightly coupled cross-layer PHY/MAC design and
peration.
Thirdly, the channel quality may differ between neighbours
d it might therefore be necessary to use multiple sub-
ysical headers. These new headers clearly would cause
extra overhead. Further, rate adaptation which has become an

gﬂdispensable functionality of 802.11 based networks requires
u

pID and pLEN represent the corresponding ID and length o
the packetP to which this fragment belongstartPosis used
to indicate the position of the fragment body in this frame a
offsetis used to record the position of this fragment in pack
P.

The new ACK format is simple, we add a 32-byte bitma
in the legacy ACK format. Each bit of the bitmap is used t s ]
indicate the correctness of a fragment (See Fig. 3). 4) Multl-rate. I_n the current WLANS’ a commonly used

To clarify the usage of the new formats, we give an examp‘i chnique to resist channel noise is to lower the PHY rate

below. Suppose there are two packetst{ and pkt,) with after measuring a high packet (or bit) error rate, and when
lengths ofL,,, — 1025 bytes andL,, — 40 bytes. The frame the channel state improves, the PHY layer increases its rate
plL — bz — '

length iSL; = 2048 bytes and the fragment length s, = accordingly. There are two issues to be addressed if multi-rate

512 byte€. Then AFR dividespkt; and pkt, into 3 and 1 is to be supported in AFR: (i) Should we change the frame

fragments respectively and put them into the sending queﬁge with the PHY rate? (ii) Should we support one-to-many

A frame withfragment sizef 512 bytes andragment number aggregation where receivers have different channel states? The

of 4 is constructed. The corresponding fragment headers fat lssue Okllas bger) d![scusstt_ad aLthE end of Section lll-B, and
shown in Table. Il. After receiving the frame, the receive € Second one IS just mentioned above.
operates as shown idlgorithm 1 to recover the fragments.

rther work in the context of one-to-many aggregation.

V. THEORETICAL ANALYSIS

B. Comments Building on previous modelling work [12], [45], [32], [28]
and [30], in this section we develop a model and use it
tﬁ] analyse the saturation throughput and delay of the AFR
scheme over noisy channels.

1) Frame/Fragment SizeSelection of the maximum frame
size and of the near-optimal fragment size is discussed
Section V-C and V-D.

2) Fairness: AFR strictly follows the basic principle of the
CSMAJCA, therefore the same fairness characteristics hold As Model
in the legacy DCF. Techniques to improve DCF'’s fairness arewe assume that readers are familiar with the Bianchi model

6To show that AFR can support arbitrary sizes of fragments, we do n%z]’ and _expla_ln Only the dlﬁere.nce.s between qu model and

’ at of Bianchi. We say a station is saturated if, whenever

restrict ourselves in this example to the fragmentation algorithm introduc = -
in Section V-D. the MAC layer needs a frame to transmit, it can always fill a



long enough frame without waiting. The saturation throughput Note thatE[L] is not the frame payload size, but rather the
S is defined as the expected payload size of a successfudkpected number of successfully transmitted bits — recall that
transmitted frame&[L] in an expected slot duratioB'[T], the AFR scheme allows successfully transmitted fragments

ie., S = ";;[LTf] We first compute the expected state duratioi® be received even if some fragments within a frame are

E[T]. Altogether, there are three kinds of events in the AFRorrupted. We calculatéZ[L] as follows. Leti denote the
scheme (notation is listed in Table I): number of erroneous fragments, amddenote the number of

fragments in a frame. Assuming independent and identically
distributed errors,

« Idle durationT;: When all STAs are counting down, no
station transmits a frame and we have

— m r i rag\ym—i -
Tr=o © 512} =3 (7)) (A=l i L)
o Success/Error duratioff3: When a frame is successfully =0 (16)
transmitted or it is corrupted due to channel nbigbe and the fragment error rage/"9 is:
slot duration is the sum of a frame, a SIFS and an ACK frag LiragtLros
duration, . pe W =1—=(1—pp)irs ; (17)
Ty =Tyg, + T + Tack- (10) where L;,., and L; are the lengths of a fragment and the

« Collision durationT: When two or more stations trans-€ngth of payload of a full frame respectively, apd is the

mit at the same time a collision occurs. In this case tfiRFR- m Fraghi frag\mi
sender waits for an EIFS before the next transmission and-€t & = (7) - (0[7*9)" - (1 — p{"*9)™~". We have that
so m

To =T + Ty + Trrrs. (11) E[L] = Z[A (L =i Lfrag)]
. 1=0
The expected state durationfi87| = P17+ PsTs+PoTc, = Ly (1- pg'r'ug). (18)

where Py, P3, Pc are the probabilities ofdle, Success/Error
and Collision events respectively. Let denote the STA We thus have that

transmission probability ang the number of STAs in the Py Ly (1—pires)
system. We have that SAFR = BT, 1 BT & Pole (19)
Pr=(01-7)" (12) This model is validated againgtiS-2 simulations. Both
simulation and model results are shown in Fig. 4(a). As we
P = <1>T(1 — ) (13) can see from the results, the analysis and simulation results

match well.

and

Po=1-P; — Ps. (14)

B. Improvements over DCF

Letting p; denote the probability of doubling the contention For comparing the AFR and DCF performance, a model
window after a transmissior, can be expressed as a functiotior the latter is required. We use the DCF-MODEL that has
of ps using a Markov chain similar to that of Bianchi’'s. Inbeen developed and validated in our previous work [32]. It can
more detail, Bianchi’'s model assumes there are no errorshe seen from Fig. 4(b) that AFR fundamentally changes the
the channel, sp; = p. = 1 — (1 — 7)"~! wherep, is the throughput scaling behaviour in a noisy channel. Specifically,
STA collision probability. However, we are interested in noisthe DCF throughput exhibits a maximum value as the frame
channels. In this case if the contention window is reset aftsize is varied, with the maximum depending on the BER. This
an erroneous transmission, thep = p.; if the contention arises because while increasing the frame size tends to increase
window is doubled, thes = p. + p. — p. - p. Wherep, the throughput, the probability of a frame being corrupted by
stands for the frame error rate. In the AFR scheme, the receimeise also increases, thereby tending to decrease throughput.
sends back the ACK frame in both successful and erronedlise interaction of these two effects therefore leads to the
cases, thup; = p. and the Bianchi's formula could in factexistence of optimal sizes of frames which depend on the
be applied without change. We note that Bianchi assumBER. In contrast, the AFR throughpinicreases monotonically
that a frame can be retransmitted infinite times, which igith frame sizes even when the channel is noisy. The resulting
inconsistent with the 802.11 specification [1]. Wu et. al. relagain in throughput compared to DCF is dramatic. For example,
this assumption [45] and thus we use Equations (8) and @LF achieves almost zero throughput for a frame size of 8192

from [45] for greater accuracy. bytes in a channel with BER of0—* while AFR achieves
Solving for 7, we can obtain the saturation throughpuaround 30 Mbps throughput under the same conditions.
Surr of the AFR scheme from Fig. 4(c) plots the MAC efficiency {iretarrut . 100%) of
- the DCF and AFR schemes as PHY rate is increased and a
Ps - E[L] ; .
SArRr = (15) chosen frame size of 65536 bytes is (fsdtican be seen that

PrTy + P33 + Po'le

8Note that 65536 is a power of two (i.e65536 = 216). The reason of
7Recall that in the AFR scheme we consider frames that are partiaiglecting power of two for simulating is that these sizes are more practical
corrupted by channel noise as successful transmissions. for binary implementation.



Saturation throughput (Mbps)

100 L
. O Simulation BER = 107 45} AFRBER=10" ﬁ““ ser-107
X Simulation BER = 10°° _ | |-e-arrBER=10° ) i
40 O Simulation BER = 10 L 4oL =B=AFRBER=10| L o oo ol ~&-ocr beRo10°
== ~Model BER =10™* 2 [|-*-ocreer=10 — =% = DCF BER=10"
35 == Model BER = 10°° S #7|-@-pcreer=10" g g9 o . . [-©-0cF sercio ]
30) ° o |—Model BER =100 B “B-oCeRBER= 3 o g4 Rates frame=32768 | frame=65536
22 - S g Me—e—e—e—e_e 5476 2.5% 11%
24 - x 3 2 w - 5
SR £ = 108124 4.2% 8%
0 R 2 " R 5 216124 8.3% 3.6%
D S, ‘& <, %S 432/54 15.6% 6.7%
-a g \ = R 648216 22.9% 9.8%
.. £ . % 9% 8%
o TR EN S 2 Ry
_______ 8 . 5. iy .
--a - o
5 ] 10 °-.e__o__°__e_:-'é---bm-.g‘._.‘“‘“‘
o e . . 0--0--0-0--0--0
128256 512 1024 2048 256 512 1024 2048 4096 8192 16384 65536 262144 54 108 162 216 270 324 378 432 486 540 594 648
Fragment size (bytes) Frame size (bytes) PHY rate (Mbps)
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Fig. 4. (a) AFR: model vs. simulations. (b) The influence of frame sizes. (c) AFR vs. DCF with increasing PHY rates. (d) In the first column, the PHY
rates are on the left of the slash, the basic rates are on the right. The unit of the rates is Mbps. The values in the second and the third columns are differe
between the throughput under the rates in the first column and the maximum throughput. Other parameters are listed in Fig. 1(c) and Table III.

Fig. 4(a) Fig. 4(b) Fig. 4(c) | Fig. 5 Fig. 6(a) | Fig. 6(b) | Fig. 8(a) | Fig. 8(b) & 9
Number of STAs %) 10 10 10 10 10 10 10 10
Application rate (Mbps) 54 54 =R 54 432 432 432 =R
Data rate (Mbps) R) 54 54 varied 54 432 432 432 varied
Basic rate (Mbps) 6 6 =R 6 54 54 54 =R
AFR sending queue (pk&)| 200 N/A N/A N/A N/A N/A N/A N/A
AFR IFQ (pktsy 200 N/A N/A N/A N/A N/A N/A N/A
Packet (B) 2048 =Ly 1024 = Lirag 2048 2048 2048 1024
Frame (B) () 2048 256, - - -, 262144 | 65536 8192 65536 4096 8192 varied
AFR fragment (B)( frag) | 128,---, 2048 [ 256 256 32,---,8192 | 256 256 256 256
TABLE Il

THE PARAMETERS USED IN THE THEORETICAL MODEL AND ITS VALIDATION

2AFR sending queue is the queue at MAC layer to temporarily store the packets from the AFR IFQ in AFR’s simulations.
bAFR IFQ is the queue between MAC and its upper in AFR’s simulations.
CHere 'B’ refers to bytes

whereas the DCF efficiency rapidly decreases with increasibg> and BER = 10~* respectively. These values are marked
PHY rate (falling from 42% at 54Mbs to less than 10% dby horizontal lines on Fig. 4(b).
432Mbs) the AFR efficiency is approximately constant with In practice, of course, arbitrarily large frame sizes are often
increasing PHY rate as discussed above. Observe that tio¢ feasible. The upper limit on frame sizes depends on the
efficiency falls with increasing BER as expected, but that tHeHY’s abilities and is also constrained by interface memory
efficiency remains relatively high even under noisy conditionand the size of the STA's sending buffer. Fortunately, it can be
e.g., achieving approximately 70% MAC efficiency for a BEReen in Fig. 4(b) that the gap between the maximum and actual
of 10~5 and 60% efficiency for a BER of0—*. throughput narrows rapidly with increasing frame sizes. Table
4(d) gives the loss in throughput (compared to the maximum
achievable throughput) versus the frame size for a range of
C. Maximum frame size data-rates. If we consider operation at 90% or higher of the

It can be seen in Fig. 4(b) that the AFR throughput asymHlaXim”m achieyable throughput to be our tgrget, it can be
totically approaches a maximum value as the frame size S&€N that a maximum frame size 3#768 bytes is acceptable
increased. We can determine this asymptotic value analyticdfyf data rates of up to 216 Mbps over a wide range of channel
as follows. As the frame sizé; — oo, we have that (since conditions while a maximum frame size 66536 bytes is

Ty=T¢) acceptable for data rates of up to 648 Mbps. We note that
fra fra 65536 bytes is also the maximum size proposed in TGn's
Surn Py (L—p™)  Py-(1—-p™) 802.11n proposal [4].
(Ps+ Fc)-Ts/Ly (1= Pr)-T¢/Lyg
_ Py - (1 —pir9) D. Optimal fragment size
(1-Pp)- ((LgragtLrost+Lini,)/Lirag) 8+ Tsym Fragmentation plays a central role in aggregation schemes,

Naves (20) with fragments being the unit used for retransmission. When

a very small fragment size is used, only corrupted bits are
where Ts,,, and Ng,,s are the time duration of sending aretransmitted but since each fragment has a fixed size header
symbol and the number of bits contained in each symbohe overhead is relatively large. When a large fragment size is
respectively. Using this equation, the asymptotic values awesed, the overhead created by the fragment header is small but
39.30,38.55 and 31.78 Mbps for BER = 1075 BER = many bits will be unnecessarily retransmitted since a single
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Fig. 5. The x-axis is fragment size, the y-axis of Fig. 5(a) is the absolute (i.g.',g'.ﬁ' AFR vs A.FR + RTS/CTS'. The frame sizes are 65536 and 4096 b_ytes

always positive) difference between the throughput using the fragment si2d-19: 6(@) and Fig. 6(b) respectively. In both figures, packet/fragment sizes

marked on the x-axis and the throughput when using the optimal fragm%ﬁia 2048/256 bytes, and the PHY data/basic rates are 432/54 Mbps. Other
size. Other parameters are listed in Fig. 1(c) and Table I1. arameters are listed in Fig. 1(c) and Table III.

Rated 6P 128 256 512 , . Lo
5476 75%, 10.4944.5% | 0.0%, 2.9%, 6.2% | 6.6%, 0.0%, 2.3% | 28.2%, 0.0%, 0.0% m’ which satisfies
108724 | 1.8%, 9.4%13.0% | 0.0%, 2.7%, 5.7% | 6.9%, 0.0%, 0.2% | 28.4%, 0.0%, 0.0%
216124 | 0.1%, 8.3%,11.6% | 0.0%, 2.6%, 5.2% | 6.9%, 0.0%, 1.6% | 28.8%, 0.0%, 0.0% , ,
432054 | 0.0%, 7.0%, 9.9% | 0.0%, 1.0%, 4.1% | 7.7%, 0.0%, 1.3% | 30.2%, 0.1%, 0.0% (m'—1)-256+1< L, <m’ - 256,
5481216 | 0.0%, 5.5%, 8.7% | 0.0%, 0.1%, 3.3% | 8.8%, 0.0%, 1.6% | 3L.2% 0.0%, 0.0%

wherem’ = 1,2,...,256. We divide P into m’ fragments,
each of which has a size in the range énf fr—f +1,..., %

(m/ —1)). In this way, the sizes of all fragments fall between
128 and 256 bytes. More importantly, the resulting sizes are
aThe PHY rates are on the left of the slash, the basic rates are on the ARIOSt the same. For example 287 byte packet is divided

The unit of the rates is Mbps. into one128-byte and ond29-byte fragment, rather than one
bThe results are frames with 64-byte fragments, under BBR?, 10~°, 256-byte and onel-byte fragment
106 respectively. ’

TABLE IV
DIFFERENCES TO MAXIMUM THROUGHPUT IN DIFFERENTPHY LAYERS.

damaged bit in a fragment will lead to the entire fragmelji?[' RTS/CTS
being _retriar;smltted. F_or ahglv%n IBER thﬁre thgreffcf)rg exIStSUsing large frames increases the duration of colliding trans-
an optimal fragment size that balances the tradeo e.“"'?r%'il:sions, including collisions induced by hidden terminals.
the fragment header overhead and excessive retransmissi

Fig. 5 lots th hout ¢ L si ¢ hi fle consideration of hidden terminals is out of the scope of
tr:g. (f”‘)t plots froug pl:. velrsfus ragrpen S'fﬁst rom wh Iquis paper, we focus on the overhead associated with collisions
€ existence of an optimal fragment size thal maximiSga e  ope technique for mitigating the duration of collisions

throughput is evident. Observe that the optimal fragment S0 probe the channel first using small packets so that losses

depends on the BER, as expected (128, 512 and 1024 by&ﬁﬁ/ happen on small probing packets, thereby improving

for BER=10"",1077,107° respectively). channel utilisation. In Fig. 6 we use RTS/CTS as example
In practice, we are interested in determining a simpigrobing packets to illustrate their impact on the AFR scheme.
scheme that approximates the optimal fragment sizes perfpr-Fig. 6(a), we vary the number of transmitting stations
mance. It can be seen from Fig. 5(a) that the throughput peaktise probability of a colliding transmission increases with the
relatively flat and broad and thus we expect that the throughgiifmber of active stations) and use a fixed frame size of 65536
reduction resulting from an approximate scheme can be kejgtes and fragment size of 256 bytes in line with Section V-
relatively small. Fig. 5(b) plots the reduction in throughputc and V-D respectively. We observe that enabling RTS/CTS

compared to that achieved with the optimal fragment sizessnsistently results in significantly higher throughput when
of using a sub-optimal fragment size. From this plot we cafere is more than one station.

see that if we can tolerate a throughput loss of uplaéo, Nevertheless, using RTS/CTS adds a fixed extra overhead
then fragment sizes of28 bytes and256 bytes are near- 1, each successful transmission which can have negative
optimal across a wide range of BERs. Corresponding dafanact on performance. There is therefore a trade-off between
for a range of PHY rates are summarised in Table IV. fpqycing the duration of colliding slots and increasing the fixed
can be seen that fragment sizes 18 and 256 bytes are oyerhead on successful transmissions. This can be seen in Fig.
always able to achieve withib0% of the maximum possible 6(b) where we compare AFR with and without RTS/CTS when
throughput. We have obtained similar results under a wiggs frame size is 4096 bytes. It can be seen that RTS/CTS
range of conditions including different numbers of stationgssits to have positive impact only when there are more than
but the:?‘e are not included here due to their similarity to thgy stations. In reality, an adaptive RTS/CTS mechanism is
results in Table IV. thus needed where RTS/CTS is enabled/disabled depending
Based on these results, we propose a simple fragmentationframe sizes used and the channel load. We do not consider
algorithm: namely, for a packe® with a size ofL,, find the this in detail in the present paper due to space constraint.
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parameters are listed in Fig. 1(c) and Table IlI.
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F. Comparison with Similar Schemes
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In this section, we compare the throughput performang L5 87
of AFR with four other schemes proposed in the literaturgst = & o kg EY
Burst ACK ([43] [37] [42]), Block ACK ([3] [48]), Packet ' oot
Concatenation (PAC) [22] andggregation[23]. I NN, T ] & e Tz Tiv T0 % e 7 s 500 e o0
PHY rate (Mbps) PHY rate (Mbps)

These schemes can be classified into two categories: 1) o ,
Burst ACK and Block ACK; 2) PACAggregationand AFR, (@ Efficiency/delay vs PHY rate (b) Frame sizes
The schemes in the first category transmit multiple frameg. 9. Delay performance: In Fig. 9(a) we vary the frame sizes while

at each transmission opportunity. The schemes in the secdmtkasing thehIPHY rates so tgath the MAC eff(ijqien?y and MAC layerhdelay_
: H intain roughly constant, and the corresponding frame sizes are shown in
category transmit only one frame and use packet aggregat@ci?f 9(b). The other parameters are listed in Fig. 1(c) and Table IlI.

AFR is the only scheme to use both fragmentation an

aggregation. In the Burst ACK and Block ACK schemes,

collisions lead to the whole Burst/Block being lost while errorgyroughput regardless of the number of stations.

lead to retransmission only of the corrupted packet. The PACwe further compare AFR with these alternative schemes

scheme is similar to our AFR scheme, except that before e%ﬁ?ng MAC efficiency in Fig. 8(b). Here, all schemes use the

packet in a frame there is a sub-physical-header, which is Qime frame sizes which are selected to ensure a constant MAC

al12us duration with an IEEE 802.11a PHY. Thggregation efficiency for AFR. We can see that AFR consistently achieves

scheme in [23] uses a speciilimiter before each packet in atne highest efficiency.

frame. As shown in [29], delimitation techniques need support

from the PHY layer. In particular, zeros should be inserted to )

ensure the particularity of theelimiter The number of zeros & Delay Analysis

inserted depends on the sizes of thimiter and the packet. Our model can be extended to estimate the MAC layer

For an 8-bitdelimiter as in [23], L,/(2°*! — 2) zeros are delay, i.e., the mean time between a packet reaching the

required, wherel,, is the packet size, and= 5 [29]. head of the MAC interface queue and being successfully
Note that apart from AFR, none of these schemes satisfy Giinsmitted. LetS/"@™¢ pe the system throughput in frames-

of the scalability conditions derived in Section Ill. Specificallyper-second rather than bits-per-second. That is, the MAC layer

. Burst ACK and Block ACKA PHY header is transmitted CaN transports/rem< frames in one second, thus the delay to
before each packet. The PHY header duration hasSgccessfully transmit one frame igg/rame, where
minimum value as discussed previously, hence the per Frame E[number of frames)
packet overhead does not decrease with increasing PHY S - E[T] ‘ (21)
rate. In the AFR sch ket is f d and may b
o PAC. A sub-physical header is transmitted before each nt € scheme, a pac et is ra.gmeme and may be
packet and similar comments apply only partially transmitted in one transmission. Thus, we need
. Aggregation Fragmentation is not addressed in thilo know the mean delay before all fragments of a packet are
scheme successfully transmitted. Each fragment will be successfully

transmitted in< ' successful frame transmissions with prob-

Results are shown in Fig. 8. It can be seen that the sche %ﬁity
employing aggregation (the second category) consistently out-

perform the Burst and Block ACK schemes. It can also be | _ pfras fragy(q _ pfrag fragy’ —1(] _  frag
seen that the PAC scheme has the lowest throughput amongst, fe( fr?z;;,«(/p.e JA=Pe™) o (e e

schemes in the second category. This is due to the long (22)
duration of the sub-physical header. AFR achieves the highest

10



Suppose that a packet arrives and is divided imtofrag-
ments. The probability of successfully transmitting frag-
ments in< r attempts ig1— (p/"*9)™" )™, Further, assuming

that errors are independent, the probability of transmitting a

packet in exactlyr’ attempts is(1 — (p/7e9)™ )™ — (1 —

Throughput (=c* L, %8/t Mbps): Throughput represents
the maximum rate at which the MAC layer can forward
packets from senders to receivers. Since in a WLAN, all
the STAs share a common medium, this throughput is
achieved by the whole system rather than by a single

(pfre9)r’=1ym’ So the expected number of retransmission STA.

attempts can be written as o Peak delay (=maz{dy*®, dy*®,. .., d"**}, where
oo d*** denotes the maximum delay among all the packets
r= Z r {(1 — (pfreayymt (1 — (plregyr—1ym'| successfully received by STA: Peak delay is the max-
=1 imum delay experienced by a successfully transmitted
(23) packet. This metric is used for HDTV.

Here, the sum may be truncated to account for the finite, percentage delay: The metric we use for VoIP is the
number of retransmission attempts. Therefore we have that percentage delay at the application level. It is defined as
the per packet MAC delay)’'z; is the percentage of packets whose delay is greater than a
PiTy + PsTs + PoTe delay upper limit (e.g, at the application layer, the system

Py : (24) should have less than 1% of packets whose delays are
greater than 3@ns.). At the MAC layer, we use a similar
threshold, i.e., less than 1% of packets may have delay
greater than 15ns.

mac __
Dypr=1"

For a fixed PHY rate, we expect the MAC delay to increase
with the frame size due to the larger transmission tifje
for a frame. However, this is not the case when we choose
the frame size to be a function of the PHY rate. In particular, )
by scaling the frame size in proportion to the PHY rate nét: TCP traffic
only do we maintain MAC efficiency but we also maintain TCP currently carries the great majority [50] of network
an approximately constant frame transmission time in whidtaffic and it is therefore important to investigate the support
case the MAC delay is invariant with PHY rate. This i©of the AFR scheme for TCP traffic. Important features of
illustrated in Fig. 9(a), which plots the MAC delay withTCP include the fact that traffic is (i) elastic and so achieved
increasing PHY rate. The corresponding frame sizes asthaioughput is related to network capacity, and (ii) two-way and
function of the PHY rates are shown in Fig. 9(b). Note thavhile TCP data packets are typically large, TCP ACKs are
while the MAC efficiency and the MAC delay are constansmall packets so that it may be difficult to aggregate enough
the actual throughput increases frér* 60% = 32 Mbps to of them to form a large frame.
648 * 60% = 388.8 Mbps. First, we evaluate AFR performance in a heavily-loaded

As noted previously, the level of MAC efficiency depend¥VLAN with 50 STAs. Each STA performs a large FTP
on the scaling factob relating frame sizes to PHY rates. Asdownload, the data packet length is 984 bytes which yields
we increaseb, the efficiency rises. However, owing to thean IP packet size of 1024 bytes when TCP and IP headers are
associated increase in frame transmission time, the MAC dekgyded, TCP SACK functionality is used as this is prevalent in
will also increase withh. A design decision therefore has taeal networks. From Fig. 10(a) we can see that AFR achieves
be made as to the desired trade-off between MAC efficiencpnsiderable throughput gains (by a factor of between 2 and
and delay. 3 depending on channel conditions) over DCF. As discussed
previously, AFR performance is relatively insensitive to the
choice of fragment size in the range 128-256 bytes, although

] o ) as might be expected the choice of fragment size becomes
As a complement to the theoretical analysis in Section V, Wgg e important at higher BERs.

have implemented the AFR scheme in the network simulatorgecond. we evaluate AFR performance as the number of
NS-2[10], [11]. The network topology that we used is a peelgTas js varied from 10 to 80. Fig. 10(b) shows both the AFR
to-peer one where STA sends packets to STA+ 1. We  ang DCF throughput. AFR achieves between 2.5 and 3 times

report here the simulation results for three types of traffige throughput of DCF over this range of network conditions.
(TCP, HDTV and \WolIP), all of which follow the requirements

of the 802.11n usage model [8]. See our technical report for
other details about the simulation [27]. C. HDTV

, According to the requirement of the IEEE 802.11n proposal

A. Metrics [8], HDTV should be supported in future WLANs. HDTV has

We use the following metrics: Let denote the number of a constant packet size of 1500 bytes, a sending rate of 19.2-24
packets (packet size 5, bytes) successfully received by allMbps, and a 20@.s peak delay requirement.
of the STAs and denote the simulation duration. L&tbe the We investigate AFR HDTV performance with a 432 Mbps
time when the-th packet is put in the interface queue (IFQPHY data rate. Fig. 11 shows the throughput and delay
between MAC and its upper layer at the sender.#edlenote performance of the AFR and DCF schemes as the number
the time when theé-th packet is transferred to its upper layeof STAs (and so HDTV flows) is varied. The peak delay
by the receiver. constraint of 200 ms is marked on Fig. 11(b). It can be seen

VI. SIMULATIONS
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Fig. 10 Fig. 11 | Table VI | _ ¢ ; 08
Number of STAs ) (a)50 (b)varied | varied | varied 2.0 -AFRBER =10 5 |[*AFRBER=107
Application rate (Mbps) N/A 20 0.096 2. omoensied B[ emeer-107
Data rate (Mbps) %) 432 432 54 o -wocreer=10 & °|-x-perer =107
Basic rate (Mbps) 54 54 6 8 5 EO'S
AFR sending queue (packets] 10 10 10 5 . ., g
AFR IFQ (packetd) 10 10 10 = . o T 3o
DCF IFQ (packetS) 20 20 20 = e SR So
Packet (bytes) 1024 1500 120 Qs TOTe B0
DCF frame (bytes) 1024 1500 120 R B e e T ] — o
AFR frame (bytes) 8192 9000 1200 Number of STAs Number of STAs
AFR fragment (bytes) (a)varied (b)512| 750 120 (a) Throughput (b) Peak delay
TABLE V

Fig. 11. Simulation results for HDTV traffic. The parameters are listed in

THE PARAMETERS USED IN THENS-2SIMULATIONS. Fig. 1(c) and Table V.

aAFR sending queue is the queue at MAC layer for temporarily storing the — 100 3?) 5?3 8?) 900
packets from the AFR IFQ. AFR (BER = 1075) O-OOA’ O-OOA) O-OOA’ 4-40A) 15-‘:/)
PAFR IFQ is the queue between MAC and its upper in AFR’s simulations AFR (BER =107") | 0.0% | 0.0% | 0.0% | 1.1% 9.4%

—10-6
°DCF IFQ is the queue between MAC and its upper in DCF’s simulations AFR (BER =10"") | 0.0% | 0.0% | 0.0% | 0.9% 3.9%
DCF (BER=10"%) | 0.0% | 0.0% | 0.0% | 24.9% | 85.7%

DCF (BER=10"7) | 0.0% | 0.0% | 0.0% | 10.1% | 75.2%

100 140 _ DCF (BER=10"5) | 0.0% | 0.0% | 0.0% | 9.2% 34.8%
~©~AFRBER =107
%0 12 —#—AFRBER =107
_ S . =B~ AFR am:mj
T — ém'\,\\:?:gz:;;:g,5 TABLE VI
- “10° -a- -10°
2w it = 3.__.—_._\_%: SIMULATION RESULTS FORVOIP TRAFFIC. THE FIRST ROW REPRESENTS
=1 =B AFR BER = 10™°| =]
:; Z §oocreer- 0] c; &0 THE NUMBER OF STAS. THE OTHER ROWS REPRESENT THE PERCENTAGE OF
=] 8- _10¢ =]
g T T PACKETS WITH DELAY MORE THAN 15ms WITH THE BOLD FIGURES
= = sersResssEheanannnn s annnnnnnnnnnnan
2 : 5 SHOWING THE PERCENTAGE GREATER THAN %. THE PARAMETERS ARE
@ --- Q- ©--mmmmmmm T ©

- LISTED IN FIG. 1(C) AND TABLE V.

512 30 50
Fragment size Number of STAs

(a) Throughput vs fragment size (b) Throughput vs STAs

Fig. 10. Simulation results for TCP traffic. The parameters are listed in Fig.
1(c) and Table V. VII. SCOPE OF THEPAPER

In this paper, we restrict consideration to independent and
that DCF can support only 2 simultaneous HDTV streamdentically distributed (i.i.d.) channel noise. Although we
before the delay requirement is violated and the per flof@cognise that such a memory-less model is unable to capture
throughput rapidly falls below the offered load. In contrasfading characteristics in wireless channels, we comment that
AFR can support up to 9 and 10 streams BER = 10~> the PHY characteristics of IEEE 802.11n are still unknown
and BER = 10~ respectively. That is, the HDTV capacityat this time, making the selection of a more accurate channel
is increased by a factor of 5 over DCF. model problematic. We note that provided the channel coher-
ence time is long enough to support large frame transmissions,
it is relatively straightforward to modify our analysis to encom-
D. VolP pass more complex channels. Moreover, it can be argued that

The third application that we consider is VoIP, which is.i.d. noise is in fact a worst case for aggregation schemes since
basically an on/off UDP stream with a peak rate (96Kbp#) fading environments the bit errors tend to cluster together
and a small packet size (120 bytes) according to the IEBEO bursts [17] (see also the measurement of the bit error
802.11n requirements [8]. VoIP is a challenging applicatiotistribution from an IEEE 802.11a test-bed [31]). An uneven
for aggregation schemes because of its on/off nature and sneaitbr distribution typically benefits aggregation schemes since
packet sizes. Thus there may not be enough packets for AFRewer retransmission are required compared to i.i.d. noise with
aggregate and the DCF and AFR schemes might be expedtaglsame mean BER [9]. For instance, if there are ten corrupted
to achieve more or less the same performance. bits in one frame which contains ten fragments, and each

We consider a WLAN with pure VoIP traffic. We usefragment has exact one corrupted bit, then all the fragments
Brady's model [44] of VoIP traffic in which the mean ON anchave to be retransmitted. If all the ten corrupted bits occur in
OFF periods are 1506:s. Our performance requirement is toburst and gather into say five fragments, it is obvious that less
have less than 1% of packets with delays larger thamnk5 retransmission is needed.

Table VI shows the percentage of packets with delay exceedingn this paper we focus on the fundamental issues af-
15 ms for a range of network conditions and numbers decting the performance of aggregation schemes in 802.11
voice calls. It can be seen that AFR’s delay percentagéd ANs. Thus several other techniques for further optimising
are substantially less than the DCF's under all condition€SMA/CA performance are not addressed here. These include
demonstrating the effectiveness of the AFR scheme even &gtimisation of the CSMA/CA contention window, which has
traffic with very small packet sizes. been the subject of much attention in the literature, see [16],
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