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Abstract—We address the issue of asserting the accuracy system. This is because, for scalability reasons, nodepatam
of coordinates advertised by nodes of Internet coordinate -  their own coordinates in a distributed way. A malicious node
tems during distance estimations. Indeed, some nodes maeli ,,ss5esses then a valuable opportunity to strike: in order to

deliberately about their coordinates to mount various attaks hi lication-dependent aoal or advantage (e
against applications and overlays. Our proposed method caists achieve some application-aep g ge (e.g

in two steps: 1) establish the correctness of a node’s claime free-riding, denial-of-service, isolation, ubiquity gifetc), a
coordinate (which leverages our previous work on securinglte node can repeatedly lie about its coordinate. This urges for

coordinates embedding phase using a Surveyor infrastructe); a solution to verify that nodes use their right coordinates a

and 2) issue a time limited validity certificate for each verfied the application level. Securing the embedding phase is then
coordinate. Validity periods are computed based on an anabis but still .t ficient in thi d
of coordinate inter-shift times observed on PlanetLab, andshown N€cesSary but still not suficientin this regard.

to follow a long-tail distribution (lognormal distributio n in most Several applications are today concerned with the use of
cases, or Weibull distribution otherwise). The effectiveess of the coordinates as provided by ICS. Examples of such applicatio

coordinate certification method is validated by measuring he range from optimizing P2P networks, to the deployment of ICS
impact of a variety of attacks on distance estimates. to offer better performances to Anonymity Networks such as
Tor [7]. To illustrate the impact of simple cheating, we con-
sider the application of selecting the closest downloadesexs
a potential use of the coordinate systems in the Internet Ea
Internet coordinate systems, or ICS in short (e.g. [1], [2¢lient thus needs to order a set of download servers acaprdin
[3]) have been proposed to allow for delay (Round-Trip Timeo their distances. When requested, corrupted serversderov
shortly RT'T, or distance) estimation between nodes, in ordeiased coordinates that are only a small distance away (e.g.
to reduce the measurement overhead of many applicatidisns) from the requesting node. We measured the percentage
and overlay networks. Indeed, by embedding the Internsfclients for which corrupted servers manage to break imo t
delay space into a metric space — an operation that omdyp 5 closest servers for these clients (when in reality trey
requires each node in the system to measure delays t®ia). We observed that even a small subset of the serverg bein
small set of other nodes (called neighbors) — nodes aerrupted could easily lure a noticeable fraction of ckerfior
attributed coordinates that can then be used to estimate ifistance, even 1% of the servers could erroneously attra m
RTT between any two nodes, without further measurementlsan 20% of clients.
Simply by applying the distance function associated with th Through this particular application, we can see the effec-
chosen metric space to the nodes’ coordinates, ef@&ry" tiveness of obvious attacks consisting in simply lying abou
between nodes participating in the Internet coordinatéesys coordinates. Several other studies have also quantified the
is estimated. impact of cheating on topology-aware Internet applicatjon
The security of the embedding phase, or in other words thad have shown that simple attack strategies can prove very
coordinate computation phase, of Internet coordinateesyst effective [8], [9]. In this context, this paper addressesdes-
has received some attention in the form of either simple medion of guaranteeing the veracity of the coordinates adhamt
anisms built into embedding protocols [1], [2] or more getherby nodes. To do so, we propose to leverage the Surveyor
and independent cheat detection mechanisms [4], [5], [B]. Anfrastructure and embedding cheat detection test prapose
of these mechanisms use distance measurements betweeninwd]. More precisely, using such detection test, we prepos
nodes to assess the plausibility of the correspondingritista that a few trusted entities called Surveyors, measure their
estimation based on the nodes’ current coordinates. Inscadistance to a node in order to verify the correctness of its
where the discrepancy between the measured and estimaieimed coordinate. If all Surveyors agree that this couatd
distances is deemed too important, the node carrying out feehe node’s true coordinate, a time-limited validity derate,
test removes its correspondent node from its set of neighbancluding the certified coordinate, is issued to the node.
By doing this, it avoids adjusting its coordinate in respots A certificate validity time period is necessary because,
potentially malicious information. due to dynamic network conditions, nodes’ coordinates vary
However, ultimately, ICS are used to estimate distancaaturally in time. Upon a coordinate change, an honest node
between nodes, based on their coordinates only, even awmlld stop using its current certificate and seek a certifinat
all the more so if these nodes have never exchangedofaits new coordinate. On the other hand, a malicious node
distance measurement probe. Whatever mechanism is usedld keep using a certificate related to a previous position
to obtain a node’s coordinate (gossip-based exchange, DNi®nce a careful balance between scalability and certificate
like repository, etc.), each node must somehow report walidity is desirable. To achieve this, one of our contribng
own coordinate computed during the embedding phase of kdo study the coordinate inter-shift time (i.e. the timévioen

I. INTRODUCTION



coordinate changes at a node) as observed for a VivaldimystB. Observations
running on PlanetLab. We found that the coordinate intéft-sh A5 we observed similar coordinates evolution in both our

times at most nodes follow a lognormal distribution, Withy_|ine traces and live-experiments, we focus in this isect
the rare cases when this distribution is inappropriate deigp, the results as observed in our traces (observations aee do
accounted for by a Weibull distribution (note these are boyring longer periods). Figure 1 shows a typical evolutién o
long-tail distributions). We leverage this observatiord@ive the coordinates of a Vivaldi node. Each sub-figure depids th
optimal validity periods for certificates. evolution of one coordinate component along one of the three

The remainder of the paper is as follows: in Section Iyimensionsgim1, dim?2 and dim3) used for the coordinates
we study and characterize the coordinate inter-shift tiemesb embedding.

show that these times observed at Surveyors can adequately
and statistically model inter-shift times at nearby nodsesc- 500

tion Il describes the certification procedure in detail,ilerh < |
performance evaluation of our proposal in the context of = MW
various attacks is presented in Section IV. Section V caledu 5007 500 1000 1500 2000 2500
the paper. 1000
o~
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A. Experimental Set-up Time (x 10 minutes)

Our studies rely on both off-line measurements traces ap
live-experiments. We used the traces to study Internetdioor

nate systems dynamics and used live-PlanetLab experimentsye observe that the system after roughly 250 embedding
as a Vivaldi service deployed over a three-weeks period, 4geps, reaches a stationary regime, but coordinates centin
demonstrate the validity and effectiveness of our proptsalto fluctuate. Looking further in the entire set of nodes’
deal with various attacks. coordinates, we observe that the rate of these variatidosvis

First, the traces were obtained by running the Vivaldi Sygnough to allow distance estimation at the applicationljeve
tem on 450 PlanetLab machines through a period of 18-daygt this unfortunately prevents us from certifying abselut
These traces were then acquired in a clean environment wWigdrmanent) coordinates.
no malicious node. Vivaldi uses a 3-dimensional Euclidean pjgre specifically, because at any instant in time, the RTT
space for the embedding. Each 10 minutes, correspondingfigt can be measured between two nodes depends on the state
an embedding step, nodes are adjusting their coordinaseslbaf the network (e.g. traffic load, state of queues in routta),
on a one-to-one interaction with one of its neighbors. the exact value of the RTT varies continuously. However, it

On the other hand, the live-PlanetLab experiments wef@s heen shown that RTT values in the Internet exhibit some
conducted during 14-days over a set of 280 PlanetLab nodgspility in a statistical sense [12], with the statisticedperties
spread world-wide, running Vivaldi as a coordinate-emi®gld of RTTs exhibiting no significant change at timescales of
servicel. For the purpose of our experimentations, we slightlyayeral minutes. It is that property that embedding systems
modified the logging functions of the Vivaldi protocol. Eaclexpioit to provide good distance estimates while only negdi
node is running several instantiations to allow us expefs have nodes adjust (recalculate) their coordinates on a
menting different parameters in similar conditions. Nodes periodic basis. From modeling point of view, the coordinate
then updating their coordinates as needed, depending on ¢h&y node can be viewed as a discrete stochastic process,
embedding step defined in each instantiation of the Vivaldiypedded at the instants of updates.
protocol. In the same way, the behavior of nodes, acting aspegardiess of the dimensionality used by the coordinate-
malicious nodes or as honest ‘normal’ nodes varies frogystems, our main goal is to assign to any coordinate given by
one instantiation to another. Each node has 20 neighbgrfode, a reliability value that is telling the likelihoodhttthis
(i.e. attached to 20 springs), 10 of which being chosen {ordinate is still valid and has not changed. For this psepo
be closer than 50 ms. The number neighbors was actuajjg opserve the inter-shift time distribution, correspordio
chosen because in our experiments Vivaldi performs as gog@ amount of time (in terms of embedding steps intervals)
with 32 neighbors (as recommended in [3]) than with 2§yring which, nodes stick to their positions, i.e. the caates
neighbors. The constant fractidn. for the adaptive timestep 4o not change. This distribution is denotégd for each node
(see [3] for details) is set to 0.25. When needed, Surveyprt js important to note that although we observed that in our
nodes were chosen randomly and represéhiof the overall (races, a variation of one coordinate component was synonym
population [4]. to the variation of both others, we consider the inter-ghife

1The number of nodes in the live-experiments was reducedubecaf &S the laps of time corresponding to the non variation of all
availability of nodes on PlanetLab the coordinate components of this node. Basically, we would

9. 1. Typical Variations of a node’s coordinate in the Vi@iaSystem.



like to determine which probability distribution is suitaito RTT) between the surveyor node and the tested regular node.
describe the inter-shift times. In the following, we willausur The likelihood is obtained as the ratio between the number
empirical data sets of inter-shift times to find the prokiabil of nodes with a given RTT that reject the test and the overall
distribution that best describes the distribution valuksach number of regular nodes. Figure 2 shows this rejection ratio

T;. vs. the distance (measured as an RTT) between a node and
the corresponding Surveyor, as observed during the PlabetL
C. Inter-shift Time Distribution Fitting experiment.
For choosing the best suitable distribution, we use 2
set of candidate distributions containing lognormal, \W#jb 1 o e oo empmm @ o e cces
Rayleigh and Gamma distributiorfs For each node in the 0ol T ey
dataset, we apply a two-step procedure. In the first ste o8- . .
we derive the maximum likelihood estimates of paramete ol P cw

of each distribution in the candidate set. The likelihood |
the probability to get the observed inter-shift times fomso
hypothetic distribution. The estimates of the distribntjoa-
rameters are then the values that maximize their likelihoc
In a second step, we used goodness of fit tests to evalu
if the hypothesis that the observed valigscome from the
candidate distribution can be rejected or not. The goodne
of fit evaluation was done using the popular and robu
Kolmogorov-Smirnov (K-S) test [13], applied at a significan
level of 5%.

Using the fitting procedure described above, we tried to mg 2. Correlation between 'Nodes-Surveyors’ RTTs andréfection Ratio.
the inter-shift datasets. The first interesting result wenfbis
that all of the empirical distributions examined can be ditte |ntuitive|y, a Surveyor should have tendency to have the
a known distribution. A large majority of distributions cBe  same inter-shift distribution as nodes that are close by in
fitted into a lognormal distribution. The lognormal hypadtee terms of RTT, as they are more likely to experience similar
was rejected for only 5 datasets out of the 450. Looking &rthgynamics of the coordinate system. Figure 2 validates this
in these 5 inter-shift datasets, we observed that they havgngyition and shows that better locality between a node and
gOOd fit with the Weibull distribution. Table | gives asummar jts Surveyor y|e|ds more accurate f|tt|ngs We thereford)app
of our findings for the Kolmogorov Smirnov goodness of fithe following heuristics: the inter-shift time distribati of the
tests. closest Surveyor is used as the representative distribfitio

regular nodes.

D. Correlation between Surveyors and Nodes inter-shift Dis

tributions I1l. COORDINATE CERTIFICATION

Having shown that inter-shift time distribution of our pop- The method we propose to certify Internet coordinates
u!atlon of nodes in t_he_\ﬁv_aldl_system is compatible V_‘"tl'bonsists in two steps:
either a lognormal distribution in most cases or a Weibull
distribution otherwise whose parameters can be obtained b)&) computation of an estimated validity period for this
a maximum likelihood method, the next question is how well )
the shifts as observed by Surveyor nodes can be used as coordinate.

representative of the shifts of regular nodes. Basicallgpe e coordinate verification test leverages the Surveyor
inter-shift distribution as seen by the surveyors is the esarffifrastructure and malicious embedding neighbor detectio

as the real inter-shift distribution of regular nodes, therfer Proposed in [4], while the validity period estimation is bds
may be used as a reference to validate the node’s coordinffs e results presented in section 1.

The verification of this hypothesis is done by comparing the
sequence of inter-shift times as seen by surveyors and #ihe 8. Coordinate Verification
inter-shift of a node and asking if the hypothesis that these 1y pyinciple: Before going into the details of our coordinate
sequences come from the same distribution can be rejecteq @fification protocol, let's first describe briefly the madias

not. The latter test is done using a two-sample K°|m°g°r%\fnbedding detection test, on top of which we build our
Smirnov Test (with a significance level of 5%) that predselkﬂrotocol
gives an answer to the previous question. For each of the 35r,o jetection test is based on a model for the evolution of

surveyor nodes, we applied therefore 415 two-sample K1iS 65, 4e5' ohserved relative errors updated at embedding. steps

We t_hen_analyzed the I|k_eI|hood tha_t the two-samples K§ocquse of the linear properties of the model, a Kalman filter
test is rejected as a function of the distance (measured a

Sc8H be used to track the evolution of these relative errors

2The Gaussian distribution was not tested because the eaigiistribution and to predI.Ct their Vall."e_s in the future ste_zps. The .mam
was not symmetrical around a mean. strategy behind the malicious node embedding detection is
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TABLE |
RESULTS USING THEKOLMOGOROV SMIRNOV TEST FOR FITTING THE INTERSHIFT TIMES DATA.

Fitted Distributions | % of samples that passed the tgst
lognormal 445/450
Rayleigh 2/450
Weibull 5/450
Gamma 6/450

that if the stochastic space model, and especially its &soc node is considered correct. Note that this test is different
Kalman filter, are calibrated within a clean embedding syste from a normal “triangulation” approach, where the measured
then a simple hypothesis test can be used to assess whetlisances between the node and the Surveyors would be used
the deviation between the measured relative error and thlengside the Surveyors’ coordinates to determine the 'sode
predicted relative error, observed at a given embedding &e own coordinate. Indeed, our test is in fact made up of matipl
normal or is the fruit of anomalous or malicious activityrfto independent tests on the plausibility of the observed ivelat
the peer node. The idea is thus to have a set of trusted nodesrs and provides our method with an important resistance
(a.k.a Surveyors), well positioned in the network and acéis to the triangular inequality violations (TIVs) [14], [15hat
vantage points, that compute their coordinates by embgddian be commonly encountered in the Internet. This is because
with each other exclusively and observe the evolution dfie Kalman filters underlying the tests are calibrated dyrin
their relative errors in a clean system without influencerfronormal embedding of the Surveyors, and thus in conditions
malicious nodes. The Kalman filters calibrated on such nodekere TIVs are naturally encountered, so the system noise
can advantageously track the relative error model at neangulting from these TIVs is therefore implicitly taken ant
untrusted nodes. Each Kalman filter is capable of providirmgcount in the relative error tracking. We do not claim that
a predicted relative error (based on the history of observedr test is immune to the problems caused by TIVs (and these
measured errors) as well as the distribution of its innavati TIVs will be responsible for some of the false positives of ou
process which is the deviation between the measured dedt), but it is nevertheless much less sensitive to them ¢ha
predicted relative errors expected at each embedding Biep. geometric approach like triangulation would be.
basis for the malicious embedding neighbor detection test i 2) Protocol: A node who wishes to have its coordinate
then a simple hypothesis test on this innovation process. certified contacts the known closest Surveyor to its claimed

Thus, this test simply verifies the consistency between theordinate. If this Surveyor is not the closest, the node is
estimated and measured distances between two nodesrelfirected to the closest one known by the Surveyor. For
particular, this test is not able to evaluate the truthfsfnethis, as well as the selection of Surveyors surrounding the
of a node’s coordinate. Indeed, if during an embedding stepordinate claimed by a node to happen, Surveyors exchange
a node fakes its coordinate but at the same time delay®ir coordinates using a gossiping protocol.
the measurement probes in a way consistent with its fakedBased on its knowledge of the position of other Surveyors,
position in the coordinate space (based on the knowledgeasfwell as on the coordinate of the node to be certified, the cer
the correspondent’s coordinate, as well as its own true afifiying Surveyor selects a set of Surveyors (a.k.a surrsmd
fake coordinates), then the resulting relative error mestbu Surveyors) that surround the node’s claimed position (pbss
between the two nodes is reduced. Therefore, a node fakingn@uding itself). Then it informs these of the node’s claiin
position further away from the testing node will never fail @oordinate so to ensure they all use the same node’s cotedina
test that it wouldn’t have failed if it wasn't faking. for their distance estimates during their malicious emiegid

Consequently, to verify a node’s coordinate, several suakighbor detection test.
tests must be performed from vantage points (Surveyors)Note that Surveyors compute their own coordinate by using
surroundingthe node. In this case, a node could easily fakeach other exclusively as embedding neighbors. This gives
its coordinate and consistently delay probes so that it mhovihe Surveyors the view of a clean system without malicious
away from some Surveyors without being noticed. But suéhsider attacks. Therefore, if Surveyors run their own gialis
fake position would necessarily also result in the node mgpvi embedding neighbor detection test at each embedding dktep, a
closer to some other Surveyors and failing the correspandisuch tests should ideally be negative as Surveyors only have
malicious embedding neighbor tests as it is next to imptessikrusted and honest neighbors (other Surveyors). Unforélya
to “speed up” a distance probe protected by the simplest d test is perfect and some amount of the tests carried out by
mechanisms (e.g. hashing, simple encryption, random pragech Surveyor will wrongly identify the neighbor as malicso
numbers, etc). A node must thus be surrounded by at le&sich occurrence constitutes a false positive and the Soirvey
one more Surveyors than there are dimensions in the spaacsill take no action about the said neighbor. However, cagyi

If the malicious embedding neighbor test is negative aut such tests at every embedding step provides the Susseyor
each Surveyor chosen to surround the node (i.e. the refith estimates of two important test statistics: the falgsifive
ative error observed between the Surveyor and the namst ratio ¢ PTR — i.e. the percentage of the tests that were
is considered normal), then the coordinate claimed by tpesitive and wrongly identified a fellow Surveyor as malicp



and the true negative test rati® § TR — i.e. the percentage At the end of the experiment, each Surveyor also measured
of the tests that were negative and thus correctly identified its real FPT R by running a malicious embedding neighbor
fellow Surveyors as honest nodes). detection test to every other nodes in the system. Since this
Let Y; be the indicator random variable that represents tisgstem does not have any malicious node in it, a failed test is
outcome of a malicious embedding neighbor detection testfatse positive. The CDF of the differences of these 2 values a

the i*" Surveyor (testing another Surveyor), with: each Surveyor is shown in figure 3. We see that the difference
between the estimated and the ré&T R are mostly within

v — { 0 if the neighbor is identified as honest less than 1% of each other, confirming that our proposed
‘ 1 if the neighbor is identified as malicious estimation method yields reliablE PT R estimates. Even in

the cases where thePT' R estimates differ more than the real
Taking as null hypothesig, that the tested node is honesyajye, these will only affect the coordinate verificatiostsein
(which is always the case when Surveyors are tested), tee fyhich the corresponding Surveyors take place: in thesescase
negative test ratio{N'T R) estimatep; at thei'" Surveyor the coordinate verification test will be slightly more agggige

is Prob{Y; = 0|Hy}, the number of tests that were correchan it ought to (since th& PT R estimate is smaller than the
divided by the overall number of tests carried out. TRET'R  real value), favoring security.

is then obviouslyl — p;.

After performing the requested malicious embedding neigh-
bor detection test on the node whose coordinate is to be
certified, the surrounding Surveyors return the result efrth
test, along with their estimatéd NT R, to the certifying Sur-
veyor. If every test returned is negative (i.e. each surdnm
Surveyor considered the node as honest), then the node’s
coordinate is deemed correct and verified and the certifying
Surveyor proceeds to the second step of the certification
described in section 111-B.

On the other hand, if at least one of the surrounding
Surveyor returns a positive test, that is, did consider the R ; e
node as potentially malicious because of too much deviation e R e
betv_ve_en the measured relatiye error and the expected cme,,:qg 3. CDF of False positive probability differences.
certifying Surveyor must decide whether to declare the isode
coordinate as suspicious and thus refuse to issue a cesijfica Next, we seek to further understand the behavior of false
or whether further tests should be carried out. To do so, thesitive and true negative occurrences. We considered then
probability that the node, and its claimed coordinate, haggatter plots of the distance between a node and its Surveyor
been identified mistakenly as suspicious by the surroundifgienever the malicious embedding neighbor detection test
Surveyors is computed. This probability is simply[[,..; pi.  yields a false positive at the Surveyor. Due to space cdnisra
where¢’ is the set of surrounding Surveyors chosen to verifye omit those figures. They indicate that Surveyors hardly
the claimed coordinates of the node at this round of testingver experience wrong test results when testing nearbystone
If the overall probability that the node has been mistakeniybdes. Complementarily, figure 4 shows that Surveyors are
classified as suspicious is greater than a given significanpech more successful at identifying nearby honest nodes
value v, that is if [T, (1 — [[,ces pi) > 7, where N correctly. These results indicate that striving to choase s
is the number of test rounds that have been carried out guinding Surveyors as close as possible to the node whose
far, then the certifying Surveyor starts another test roumdordinate are being verified will increase the effectissnef
with a new set of surrounding Surveyors. Note that the satse coordinate verification test (by reducing the occuresnc
of selected surrounding Surveyors at each round are mftfalse positive in the multiple test, through reduction of
necessarily disjoint, although such property is desitable false positive occurrences in the component tests makisg th
this paper, we usegl = 1% and limited\/ to 6 (i.e. a node is multiple test up). This is therefore the strategy adoptethén
refused a coordinate certificate if the probability of miksta rest of this paper.
refusal falls below 1% and/or the node fails 6 consecutige te Finally, we experimented with a simple attack, carried out
rounds). by a growing malicious node population that has access to

3) Evaluation: In this section, we seek to evaluate the etthe coordinates of all nodes in the system. The malicious
fectiveness of our proposed coordinate verification metiiéel nodes compute the centroid of the overall node population,
first validate the assumption that t#&°T R values measured and then try to move in a random direction away from this
during embedding at Surveyors provide good estimates or tbentroid (adding 2 seconds) in order to be isolated. Fig(ag 5
real FPT R values at these Surveyors. To do so, we let a Vdhows the detection rate, that is the percentage of cetéifica
valdi system, without cheat, converge and run on Planetbab fequests for faked coordinates that was denied, as a functio
over 2500 time ticks (i.e. embedding periods). The Sungyasf the malicious population size, for various dimensions of
measured their estimatddPT R by carrying out a malicious the coordinate space. Note that although these curves show a
embedding neighbor detection test at every embedding stslightly decreasing trend, a smaller percentage of an asong

Cumulative Distribution Function




As a coordinate certificate is associated with a particular
sool ] position in the coordinate space that the node occupiesr ha
occupied, one could expect that nodes request new cesificat
on moving to a new position. While this is certainly the
behavior anticipated from honest nodes that are interasted
being able to prove their true position, malicious nodeshiig
decide not to do so. Indeed, a malicious node is probably much
more interested in faking its true position, and doing schwit

a certificate “proving” a position which isn’t really its own

o - = - = = whatever this coordinate might be, is probably a bonus fonsu
Node 1D a node. While the coordinate verification protocol desatibe
in section 11I-A2 has been designed to prevent, as much as
possible, malicious nodes from acquiring certificates &ief
coordinates that they may choose, the problem of nodes using
cr%rtificates for positions that have meanwhile changedills st

Fig. 4. Correlation between True Negatives and RTTs

number of requests for faked coordinates does mean, be add d
most cases, an increasing number of denials. With over 95t>9/ € addressed.

. . i . he obvious way to solve this “stale” certificate problem,
detection rates in most cases, the coordinate verificaéien tis t0 assian a reliability to the certificate. The reliailif the
can be considered as highly efficient. 9 y : bi

certificate decreases with time from its issuance time. When
crosses a certain threshalg,, the certificate should be inval-
idated and eventually reissued. There is a tradeoff between
certificate precision (and therefore security) and fregyen
of coordinate certification that is controlled by the reliiyp
pen- Using larger value ofy, leads to higher reliability for
certificates, but at the cost of frequently reissuing cestés
that are still valid. On the other hand, lowgy, results in
lower reliability, but also reduces the load on Surveyor®wh
(a) Self isolation: Detection probabilityp) Self Isolation: False Positive Ratioy,qld receive certificate requests less frequently. Thaeeiss
Fig. 5. Detection Performance here is really to find the right trade-off between scalapilit
(by limiting the rate or amount of certificate requests) and

However, tests may achieve high detection rates by beigcurity (by limiting the time lapse during which a maliciou
overly aggressive towards honest nodes that do not chditde may be able to use an old certificate after its coordinate
The false positive rate, that is the percentage of certificdtas changed). We will therefore seek to exploit the results
requests for real coordinates that were wrongly denied, is°B coordinate inter-shift times presented in section lleC t
measure of this aggressiveness towards non malicious no@@@pute certificate validity periods.
and should be kept as low as possible. Figure 5(b) showd\ote that this section assumes that all nodes in the system
the measured false positive rate, as a function of the s “loosely” time synchronized: since coordinate inteifts
of the malicious population, for various dimensionality ofimes have been shown to take values that are usually mea-
the coordinate space. Note that these curves depend on3Hgd in minutes (see section II), as long as all clocks are
performance of the test only, and not on the activities of tfynchronized with an accuracy exhibiting a smaller timatesc
malicious nodes. Also, note that as the population of nalisi (Say a few seconds), the notion of time in the system can then
nodes increases, the corresponding population of hondssndP€ considered unique. This time synchronization can ehsily
decreases, so an upward trend actually corresponds to fe@iained through using NTP (at least among surveyors).
wrongly denied certification requests to honest nodes. With 1) Principle: The problem of computing a validity period
false positive rate lower than 6% in all cases, our test can g coordinate certificates can be formalized through bellt
considered as moderately, and acceptably aggressiveghn |itheory. Let's define the survival function of f[he cqordinate
of the evaluation results presented in this section, weladec Nodei as the probabilitySj, (A) = Prob{T* > Tj + A},

that our proposed test for coordinate verification exhipited that the next change of coordinate occurs later thatime
performance and is fit for purpose. units after the last coordinate change, happening at fifhe

The survival function is thus related to the inter-shift éim
- - _ cumulative distribution™* (A) = IProb{T" < T{+A} through
B. Certificate Validity Computation Si(A) =1 — Fi(A). Recall from section II-D, that the inter-
After the correctness of a node’s advertised coordinaghift times observed at a Surveyor are similar to those obser
has been asserted, the next step is to issue the node \aitmearby nodes. Hence, the inter-shift time distributibra a
a certificate proving that the enclosed coordinate has bemartifying Surveyor is the distribution used to compute the
verified. This certificate will be delivered by the certifgin validity of the certificates it issues (since it issues €iedtes
Surveyor (i.e. usually the Surveyor closest to the node én tho the nodes that are closest to it than to any other Surveyors
coordinate space, see sections II-D and 11I-A2). The survival function can be used to compute the validity of
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a certificate, that is the time remaining until the next cacaite Figure 6(a) shows the CDF of over-estimation times when
change. The probability that the next position change accuhe certificates are issued by either the closest Surveyor or
at or before timer + A, given that the certificate is beinga Surveyor chosen at random. We can clearly see that most
issued at timer is: certificates will not outlive their corresponding coordiesby
IPrOb{T <T <7+ A} more than 2 embedding periods in the case where they are
delivered by the closest Surveyor. This is a good result, as

Prob{T <7+ A|T > 7}

ﬂerb{T = T}i many a time, coordinate changes in such timescale will be
- 1 S (7’_ +A —‘To) “localized” in space. The figure also confirms that the accyra
Si(r = 1T7) of the validity periods, as thus the security of the systesn, i

In fact, we use the above probability, computed at a sumproved if coordinates are certified by nearby Surveyors.
veyor whose survival function and last coordinate changeti  Scalability is also an important factor for any certificatio
are S'(A) and T¢ respectively, to estimate the lapse of tim§0h?me- Although under-estimation qf the validity peridd o
until the next position change of the node requesting tisertificates does not pose any security issue for the system,
certificate. In other words, the assumption here is that oritw it does tend to increase the load on the system, and on the
conditions for nodes that are close to each other shouldgehaPUrveyors in particular. Obviously, the higher the probgpbi
in a synchronous way. However, due to the asynchronofifiéeshold used to compute the certificate validity time, the
nature of embedding steps at different nodes, their reisrpectShorter this time will be. We therefore measure the mean
coordinates will not all change at the same time, but we take \@lidity period over all certificates for various values bkt

“reference” time, the moment when the Surveyor is expect@fobability threshold. Figure 6(b) shows the correspogdin
to see a change in its coordinate. average certification rate, which is the inverse of the mean

In section 1I-C, we showed that most nodes follow ¥&lidity period. The average certification rate gives therage
lognormal or a Weibull distribution. Depending on whicHiumber of certification requests that will be issued per node
distribution each surveyor node is observing (computirg ti@nd per time unit (here the embedding period) to the system.
likelihood at each embedding step), the above formula has' 8is number, multiplied by the number of nodes in the system,

simple form for these two distributions. and_ divid_ed by the r_u_meer of Surveyors and the embedding
For lognormal inter-shift distribution we will have: period gives a certificate request rate per second at each
n A Surveyor. Figure 6(b) shows that the average certificatida r
S(A) = 1-8(—) increases gently as the probability threshold increasesds
o In(r-+A—TH) the computation becomes more conservative). This behavior
Prob{T < 7+ AT > 7} — 1- 1- q)(f‘”) shows that we can afford a reliability of 95% (and therefore
1— (I)(ln(T;T&)) high security) with moderately low overhead.

where the functionb(.) is the complementary error functior | o
ando is its shape parameter of the lognormal distribution. F §§ /
Weibull distributions we will have: w08/

04/ o — Closest Surveyor
03 | P Random Surveyor

S(A) = 1-—-exp(AY) . "z
Cl—exp((rT+A-T5)7) o

o025 | | — Embedding Step = 10mn

00z | Embedding Step = 2mn

DI
S
b
Average certification rate
(I/mn)

2 3 4 5 6 7 8 9 10 85 86 67 88 89 90 91 92 93 94 95 96 97 98 99
Over Estimation Time ( x 10mn) Probability Threshold

Prob{T <7+ AT >7} = 1 -
1- exp((T o TO)'Y) (a) CDF of Over Estimation Times (b) Average Certification Rate
where~ is the shape parameter of the Weibull distribution.(p:» = 0.95), Embedding period =

The validity time of a certificateA, is then computed
by setting IPI‘Ob{T < 74+ A|T > T} = pwn, Wherepy, Fig. 6. Over estimations and average certification rates
is the chosen reliability of the estimate (i.e. the long¥ter
proportions of validity periods that will expire before the
corresponding coordinate change). The certificate thesistsn V- DISTANCE ESTIMATION PERFORMANCEEVALUATION
in the verified coordinate, the timestamp of the certificate In this section, we study the impact of an attack on the
creation, the validity period\ of the certificate, as well as theaccuracy of distance estimations, with and without our pro-
identification of the node the certificate is delivered te.(i. posed coordinate certification defense mechanism. Tlaslatt
IP address). The certificate is then signed by the certifyimpnsists for malicious nodes in choosing, once the Vivaldi
Surveyor using appropriate credentials and encryptiors kegystem has stabilized, a target they wish to get closer to
and issued to the node. (each malicious node chooses a target at random amongst

2) Evaluation: To evaluate the effectiveness of our certhe honest nodes), and moving in a straight line towards this
tificate validity computation, we study the over-estimatiotarget by steps computed from the innovation process of thei
resulting from each certificate: for each certificate issued Kalman filter (see section 1lI-A1 and [4] for details). After
the corresponding node moves before its current certificatach displacement, each malicious node seeks to have its
expires, we record the residual time left on the certificatés newly faked coordinate certified. This strategy is designed
over-estimation is an important security parameter, astihé to outsmart the tests used for coordinate verification, by
lapse of time a malicious node could use a “stale” certificatenly taking (fake) steps that could be attributed to normal



system dynamics, as well as caused by normal noise, by fhethe corresponding certificate. This method has been show
detection test. We choose such subtle attack, as more abvitube effective, exhibiting good verification test performa
displacement caused by fake coordinate would be easier(ligh true positive detection rate with low false positieges),
detect. Obviously, in the case where coordinate certiioatiwhile achieving a very good trade-off between scalabilitg a
is employed, malicious nodes are limited to fake coordmateecurity. Indeed, the validity periods of certificates arely
they can get a certificate for. We carry out this attack on oowrer-estimated, while they still do not trigger too freques
PlanetLab experimental setup, with a varying population cgrtifications.
malicious nodes. The reader should note though, that a node knows when
To assess the impact on distance estimation, we define itsenext embedding will occur, and thus when its coordinate
following metrics: is likely to change. A malicious node could exploit this
. Relative Estimation RER knowledge to seek to obtain a certificate (for its current
\||C§*Cjc|| *C\\Ci*CjH [, where C; is a node’s real coordinate) just before performing this embedding, as this
coordilrllaié iﬁ”the system without malicious activity, angould leave such node in possession of a certificate for a soon
C! is a node’s advertised coordinate (af is either 10 be outdated coordinate. To palliate this problem, onédcou
faked, certified or both). envisage that Surveyors carry out “spot check” on the uglidi
« Security Gain RatioSGR = RER,,/RER, s, where of a node’s certificate: if the certified coordinate fails avne
RER,, (RER,;; resp.) is the average RER measuregoordinate verification test, the node is “penalized” foings

between all pairs of nodes when the security mechanig outdated certificate.
is on (off resp.). Although this paper focused on Vivaldi for measurements

Figure 7 shows the SGR observed at the end of the exp@P—d_ _exp.erirr.\er?tations, the method propos_ed for coordingte
iment that was allowed to run for a considerable time aftéertification is independent of the embedding protocol.sThi
convergence of the original (clean) Vivaldi system. Theveur because the malicious embedding neighbor detection tast th

labeled “Ratiol” depicts the SGR measured in the presencd @MS the basis of the coordinate verification is itself ipele-
malicious nodes, while the curve labeled “Ratio2” depibis t dent of the specifics of the embedding protocol, and because
SGR measured in the clean Vivaldi system without malicioJ8€ Vvalidity period computation only depends on observed
activity. From this figure, we can conclude that the accura@pordinate inter-shift times. Our proposed method wouhth

of distance estimation in the system with malicious nodes 7§ 9eneral enough to be applied in the context other Internet
much improved when coordinate certification is in use th&Pordinate systems than Vivaldi.

when it is not. This is because the coordinate verificaticasph

Error:

of the certification filters out most of the faked displacetsen
We also see that the curve “Ratio2” exhibits a value of 1j1]
indicating that the presence of the certification systens chad
degrade the performance of the clean system without makcio 2]
nodes. In other words, the coordinate certification is veagim
non intrusive.

(3]
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Fig. 7. Progressive Displacement Attack: Security gaiforat function of
the malicious nodes percentage in the overall population.

[12]
V. CONCLUSIONS

In this paper we have presented a coordinate certificatibi
method to protect the distance estimation phase of Internef
Coordinate Systems from nodes lying about their coordinate
This work thus complements previous works on Coordinat®®
System embedding phase security.

The proposed certification method is based on a coordinate
verification method, along with a validity period estimatio
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