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Abstract

Due to the technical developments in electroniesamount of digital content is continuously inciegsIn order to make digital
content respectively multimedia content availabl@otentially large and geographically distributethsumer populations, Content Dis-
tribution Networks (CDNs) are used. The main taskusrent CDNs is the efficient delivery and incredisvailability of content to the
consumer. This area has been subject to researceveral years. Modern CDN solutions aim to addilly automate the CDN man-
agement. Furthermore, modern applications do retgarform retrieval or access operations on canter also create content, modify
content, actively place content at appropriatetiona of the infrastructure, etc. If these operaiare also supported by the distribution
infrastructure, we call the infrastructu@ontent Network¢CN) instead of CDN. In order to solve the majorligmges of future CNs,
researchers from different communities have toataltate, based on a common terminology. It is iimead this paper, to contribute to
such a terminology, to summarize the state-of-tiheaad to highlight and discuss some grand chg#lerfor CNs that we have identified.
Our conception of these challenges is supportethbyanswers to a questionnaire we received fromyreading European research
groups in the field.

Keywords:Multimedia content, metadata, distribution overlegntent management

However, the role of the Internet as a basic ptatféor
1 INTRODUCTION CDNs is becoming more and more important because of
two reasons. First, the amount of digital multinsedontent
is continuously increasing; and second, the nurmbend-
users that are connected to the Internet with redsde
bandwidth links, e.g., ADSL, is also increasing.nSe-
quently, the usage of Internet based CDNs and ibyatho
their importance will also increase.

The usage of CDNs is changing. Currently, for ins&a
the dominant application isontent presentationThe first
content presentation applications have been sivipleo
streaming applications. Due to achievements in caerp
architecture, networking, compression technolog®g-
chronization technologies, modern applicationsused to
present and interact with synchronized multimediawd
ments, which are composed out of synchronized cootis
and discrete media elements. These applications als-
ers to select media elements as well as to cotitechppli-
cation. In other words, the degree of interactibasveen
user and content has increased compared to thegérs
eration of content presentation applications amg-plt is
just one of many functions that are supporteds the task
of the CDN to provide the user efficient read asceswell
as navigation and search facilities to the content.

Due to the technical developments in electronids; d
tal representation is becoming more and more damina
compared to analogue representation of multimedia c
tent. For example, new capturing devices like digiideo
cameras enable professional content producersréatlyi
produce high-quality movies for broadcasting andvimo
theatres in digital formats e.g., MPEG or DV bas&tto
formats. Also, in the private domain the use oftdlgcam-
eras is constantly increasing. It is obvious thesg trend
will continue and as a result the amount of digitailltime-
dia content is continuously increasing.

Multimedia content is produced for later use irfedif
ent contexts, for example in entertainment, trgniatc.
Usually, content is not used at the same geogrdpha
tion where it is produced and/or stored. Furtheemtrere
is in most cases a potentially very large user fadjmun. In
order to efficiently deliver content to the useas, infra-
structure is used that is call&bntent Distribution Net-
work (CDN). The first large scale type of CDNs that has
been used for many years (and probably will séllused in
the near future) are broadcast networks for telavis
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Content consists of two main parts, the encodedaned tems are better or equally efficient for conteritvaey, the

and metadata. Metadata, such as content descriptibn
also format and location related metadata provithes
means for efficient content retrievahd placement of con-
tent in the CDN. Further, it enables the controthef con-
tent within a CDN. Metadata can be created manuhily
ideally should be extracted from the media and petidn
process automatically. Only if this automatic suppzan
be realized can the vast amount of newly producedent
be efficiently handled [29]. Automatic annotationdaup-
dating relevant metadata, as well as metadata rear&ag
are in our view going to become part of the infnacture.
Further, the management of content according tordper-
ties (i.e., its description with metadata and tbmiaistra-
tion of different copies within the infrastructure also
becoming part of the content infrastructure anérrefl to
ascontent management

So far, we based our discussion on an intuitiveesnd
standing of the terms content and CDN. Since tiero
generally accepted definition of these terms, we @i the
following a precise characterization of these terms

The termContent Distribution Network (CDNmplies
a networked infrastructure that supports the distion of
content. Content in this context consists of endadkgta or
multimedia data, e.g., video, audio, documents,gasa
web pages, and metadata, i.e., data about dataditet
allows identifying, finding and managing the mukidia
data, and also facilitates the interpretation ef multime-
dia data.

Contentcan be pre-recorded or retrieved from live

sources; it can be persistent or transient dathirwihe
system. Distribution refers to the active retriewal the
active transmission of information. The infrasturet has

to provide communication support and ought to danta

mechanisms that facilitate effective delivery ocraase
availability of content (such as caching, replicati per-
fecting).

Thus, CDNs should exploit the inherent structural

and/or semantic characteristics (i.e. distinct praps) of
content as well as access patterns and deliveryesntmt
effective content handling and distribution. WitlanCDN
the content items are the prime objects of distidiuand
management, i.e. the entire operations within a CBhtre
around content, its distribution and all processéamted to
it.

In contrast to other infrastructures that can dlsased
to distribute content, CDNs are specifically desigjrfor
the transmission and retrieval of content. Sindeiosys-
tems or infrastructures can be (and in fact areyl der the
delivery of content, it is necessary to distinguésid de-
lineate CDN from other systems that are also conirath
ing data. This differentiation should not discriaie
against other systems, but it should make cleart W&
differences are. CDNs also have to be comparedhter,0
non-CDNs that are used for content delivery. Ifstheys-

purpose of CDNs has not been fulfilled. It shouddrnoted
that the above characterizations covers not ontgrhet
based CDNSs, but other infrastructures for the ithistion
of content (such as Broadcast Networks) as well.Ifer-
net based CDNs — which are the focus of our work
should be noted that CDNs can go beyond the sitiple
ent-server computing model. On top of the transydra-

structure of the Internet additional functionalisyimple-

mented, typically as an overlay network. CDNs caket
various forms and structures. On the one hand, ¢aaybe
centrally controlled, hierarchical infrastructuresder the
administrative domain of a service provider; on thieer
hand, they can be completely decentralised sys{eoth

as P2P file sharing applications). In between, ttay be
various forms of interworking and control sharingeen
different entities forming a CDN. The crucial posibout
CDNs, however, is that they exploit the inherenhteat

characteristics to provide a better service.

2 ARCHITECTURAL PRINCIPLES AND Is-
SUES INCONTENT (DISTRIBUTION ) NETWORKS

As we have stated earlier, the main concern ofectirr
CDNs is the efficient delivery and increased avmliy of
content to the consumer. Therefore, mechanismshké-
ing, replication, pre-fetching, batching of requseist multi-
cast streams etc. have been developed. The cacddes a
proxies that implement these mechanisms are stadia
an overlay network. In the early years of CDN resleand
development the main focus has been on the delivery
mechanism and the management and maintenance of the
CDN itself has been dort®y hand i.e., explicitly and very
often hard coded into the system. This might btabie for
the placement of PCs in the network and their itatign
into a particular overlay structure as well astfa creation
and placement of content replicas. More modern GoN
lutions, however, aim to automate the CDN managémen
One task of CDN management would be to maintain the
overlay topology of a CDN with respect to the catreet-
work conditions.

We have seen that modern applications do not jist p
form retrieval or access operations on contenlad cre-
ate content, modify content, actively place cont&nap-
propriate locations of the infrastructure, etahiise opera-
tions, which we so-far call content management ajaars,
are also supported by the infrastructure, we ¢allibfra-
structureContent Network¢CN) instead of CDN. This is
done in order to distinguish the more sophisticatgdtom-
ing systems from those systems focusing on the gista-
bution of content.
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Figure 1: High-level Architecture

A major issue in this context is the architectufesuch
infrastructures. There are various possibilitiesdisign
such systems. However, they can be all assesseddaty
to the kind of operations they support and the e@ytent
is handled. As illustrated in Figure 1, we diffetiate three
classes of operations, i.e., content managememaipes,
CDN management operations, and delivery mechanisms.
order to support the different needs of applicaidnis
necessary to apply the classical principle of systdesign
in CNs again, i.e., the separation of mechanisnasparh-
cies. Delivery mechanisms are controlled and guibed
policies that are provided by CDN management and co
tent management. One example for this is the automa
decision when to establish where a new replicagdam
meta-data describing the content and meta-dataibiesr
user patterns.

3 STATE -OF-THE-ART

General considerations on CDN design can be foand i
[5]. First generation CDNs have mostly focused oabwW
documents, either static or dynamic [8], [9]. Ralvich et
al. [6] cover caching and replication techniquestifbop-
erational and research solutions) for the specdie of the
Web. Research efforts in this domain gave birthuccess-
ful companies like Akamai [7].

Second generation CDNs (that have not currently
reached the market) deal with Vvideo-on-DdemandO(/o
and audio and video streaming. Wu et al. providfl]ra
general overview of the problems related to videeasn-
ing over the Internet (at the server and clienesidnd also
in the network). A rich literature exists on scdtabideo-
on-demand algorithms with open-loop, e.g., [2], alake
loop algorithms, e.g., [3], [4].

In the remainder of this section, we address tHevie
ing topics that we deem important in the contexCoiNs
and CNs. First, we review the standardization éffar
CDNs and Content Management. This is followed by a
discussion of the communication aspects of cordestti-
bution. Next, we discuss both P2P research effanid
operational solutions to provide large scale sesid-i-
nally, we focus on emerging content managemenés)yst

3.1 CDN STANDARDIZATION

There are two major standardization initiativest tha
have addressed issues related to content distribufhese
are namely the MPEG-21 framework for the management
and delivery of content and the IETF CDI (conteistré
bution internetworking) working group.

3.1.1 MPEG-21

The Moving Pictures Expert Group (MPEG) has recog-
nized the need to define a framework that descritues
the different elements of content management alidedg
fit together in order to provide ‘the big pictuf&1]. This
resulted in the specification of the MPEG-21 Mukiia
Framework. MPEG-21 is concerned with the entirdly(fu
electronic) workflow of digital multimedia conteateation
delivery and trading. Its aim is to cover interantiwith
multimedia content and to provide a framework fbe t
transparent usage of various content types andmadia
resources on multiple devices connected throughide w
range of networks.

MPEG-21 has seven key-elements [29]:

Content Handling and Usage is an interface speci-
fication that covers all workflow steps in the ocemit
value chain from content creation, over its marapul
tion, search and storage, to its delivery and ee-us

Digital Iltem Declaration is a scheme for declaring
Digital Items by a set of standardised abstraanser
and concepts; i.e., it specifies the makeup, siract
and organisation of essence and content objededcal
Digital Items.

Digital Item Identification is a framework for the
identification and description of entities regassdieof
their nature and granularity.

Intellectual Property Management and Protection
(IPMP) deals with IPR management and protection at
all involved devices and networks.

Terminal and Networks deals with the functional
interoperability between heterogeneous networks and
devices.

Content Representation specifies how media re-
sources are represented

Event Reporting defines the metrics necessary to
understand performance and event reports in a MPEG-
21 system.

At its most basic level, MPEG-21 provides a frame-
work in which one user interacts with another whtre
object of the interaction is a piece of contentléchDigital
Item). These interactions include creating contprayid-
ing content, archiving content, rating content, ading
and delivering content, aggregating content, satiig
content, retail selling of content, consuming cahtesub-
scribing to content, regulating content, facilitgti and
regulating transactions that occur from any ofgheve.

The MPEG-21 standardization has commenced in late
1999, but considering the immense task and largpesof
the project it is still at a very early stage. Aegent much
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effort is spend on Intellectual Property RightsR)Fman-
agement and protection issues covering all thd kegsects
involved in this.

3.1.2 |ETF CDlI Initiative

Within the IETF content distribution issues havesibe
addressed in the IETF CDI WG [45]. This working gpo
represents the IETF's Content Distribution Netvgork
(CDN) and Content Distribution Internetworking (QDI
initiatives. CDNs and/ CDIs are intended to sersekat-
forms for content providers to distribute their tant with-
out having to manage an infrastructure. The worceon-
ing CDI has remained in the requirements stagemHg
focus has been on large scale content distributienWeb
context. Issues that have been addressed by thidngor
group include a model for CDI [44], architecturalkegtions
[46], distribution requirements [47], CDI scenaripis],
and CDI Authentication Authorisation and Accounting
(AAA) requirements [[49]. The central aspect instltion-
text is the location, download and usage trackingpatent
in CDN and /CDI.

A CDN provides an infrastructure for publishing eon
tent to a large user group. It is an overlay nekvtbat runs
on top of the Internet using application level piatls and
techniques. Caching and server farms are propasedrig
the content close to the user/consumer. This redoeé
work load and improves the perceived QoS to the use

In order to increase the reach of a single CDN, -com
mercial and technical internetworking between défe
providers is proposed. The key technologies fortexn
internetworking are request routing, advertisemeamtent
distribution and accounting procedures betweenreudfit
networks. Each CDN remains a “black-box” to therpeg
CDN in a CDI.

Not in the focus of the initiative are content sbar
rights management and rights protection., Closet@n-
tected content environments (e.g. for businessigiAess
processes) are also not part of the standardizatifomt.
Further, while support for streamed and live traission
for continuous multimedia data is mentioned in ¢batext
of Surrogate servers and their potential role toaacsplit-
ters, continuous media support is not sufficieatlgressed
[50].

The different CDI related documents introduce a hum
ber of interesting and relevant aspects in the exanof
content distribution in an Internet environment bemain
at the requirements and conceptual level. Since2,2660
further activities on these topics have been regort

3.2 COMMUNICATION SYSTEMS

The design principles of the Internet were basedrzd
a model where the network forwards packets to peeis
fied destination on a best-effort basis only. Whtlsese
founding principles have contributed to the Int¢mecal-
ability and resilience to partial failures, theytimiately
mean that the Internet is suited to supporting iappbns

without strict timing requirements. A major resgachal-
lenge over the past 15 years has been looking g$ v
deliver media with strict timing restrictions acscan infra-
structure that is fundamentally offering a besteffser-
vice. More recently, research has focused on dpiejoa
distribution infrastructure that not only operatestop of a
best-effort infrastructure, but also copes with lppemns
such as network congestion and overloaded servers.

During the 1990's, the research community invested
heavily in the development of multimedia serverad a
demonstrated that it was vital to examine the depiinci-
ples of file servers before considering how theyldsup-
port continuous media. In particular, servers rirfifg real-
time guarantees in order to support the timelyveeji of
continuous media were investigated [95], [111]. Vs
ensuring that the continuity of a single continuonedia
stream is relatively straightforward, supporting ltiple
users without violating the integrity of other regted me-
dia streams necessitated the employment of appaitepri
admission control mechanisms. There was also d t®ee
improve storage retrieval techniques in order shéficient
amounts of data were obtained from disk sub-systems
meet the requirements of the streams currenthemice.
Continued work in server design has led to the ldgve
ment of high performance servers capable of pragidi
content to a large number of users. However, tlais anly
the first step -- delivery of content to usersempte loca-
tions was still a major problem, and led to consitiée
work in the deployment of a real-time service mddelthe
Internet.

Attempts to solve the delivery problem prompted kvor
on ways to "layer" reservation and admission cdntro
mechanisms on top of IP, to provide several leeélset-
work service. This work was carried out within thmge-
grated Services (IntServ) and Resource Reservatioto-
col (RSVP) working groups of the IETF. The workswa
later complemented by research into a more lighghtei
mechanism for service differentiation, led by théfdden-
tiated Services (DiffServ) working group, and waok
Multiprotocol Label Switching (MPLS). These sobirts
go some way to offering predictable behaviour faefnet
users. However, their effectiveness in an endatb-gce-
nario is still unclear, due to the complexity inved in
obtaining services across a number of ISP dom&6§ [
which may require service level agreements to lgotie
ated between individual ISPs involved in the dejvaroc-
ess. There is also a question mark over the stbladf
some of the signalling mechanisms involved in pidowg
end-to-end QoS [96].

Network caching is seen as an orthogonal (and com-
plementary) solution providing end-to-end QoS. Nekw
caching entails storing frequently accessed contkger
to users, therefore reducing the distance (numbéops)
that must be traversed in order to retrieve theéeran This
has a number of potential impacts. Firstly, byatoy con-
tent close to users, the latency and unpredictatof the
delay in the Internet can be reduced. Second,obgl |
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caching of requested content from remote servevgeif of
these requests have to be sent out across thadhterbe
fulfilled. As a consequence, the upstream bandwigth
quirements are reduced, resulting in cost savingshé
network service provider. Thirdly, as content ésviced
locally, the overall load on the origin server educed,
allowing it to service other requests.

The predominant use of network caching within the
Internet has been in providing web-caching servifogs
HTML documents consisting of static images and .text
However, over recent years the web has underggmeca
ess of evolution, moving away from what was onqeex
dominantly text based information system to a fully
fledged multimedia information system. Studies have
shown that the number of continuous media objeicied
on web services is increasing [97]. Despite thigsininter-
net web caches are either unable to meet the tichely
mands of continuous media, or simply disregardntiage-
rial for caching. As a result, research work hastst on
the design of scalable multimedia cache node arctoites
[98].

Recent research in multimedia caching has beerel-dev
oping new architectures and mechanisms to suppert t
delivery of high quality live and on-demand streagnime-
dia. Work in this field includes SOCCER [99], dmed
at the Networking Software Research Departmentedt B
Labs, who have developed an architecture to provetter
support for streaming media over the Internet, gisag-
mentation of streaming objects, dynamic cachingl, seif-
organizing cooperative caching techniques. Othakvin
this area includes Middleman, developed at Corbeit
versity, consisting of a collection of cooperatipeoxy
servers that, as an aggregate, cache video fildsnwa
local area network [100]. Research also considiees
caching of hierarchical streams [101], caching qe$ to
support multimedia content [102], [103], and apgiess to
caching multimedia information [104], [105], [1061,07].

Many of the above-mentioned caching architectuses a
sume, and rely on, the use of multicast commurdoati
within the network. However, for various technicatd
economic reasons, multicast has not been wideljogeg
in the Internet [108]. This has triggered reseaucHind
ways to support, at the application level, funciiyg not
ubiquitously provided in the Internet [109]. Thiashled to
solutions relying on Application-Level Overlay Netwks,
which represent logical interconnection amongst -end
systems. Examples of such overlays are applicddioel-
multicasting structures, Ppeer-to-Ppeer (Pp2Ppy\ar&s
and some CDNs. With the exception of content locat
for asynchronous downloads that lead to technidpased
on Distributed Hash Tables, much of the work onriaye
networks has been focused towards scalability ss$oe
logical interconnection. Application-level Overtagan be
tightly integrated with, and exploit the charadéds of,
applications (e.g. data format, communication dechiire,
etc.)

3.3 PEER-TO-PEER SYSTEMS

Peer-to-Peer (P2P) file sharing systems are prgbabl
the most popular IT content delivery systems asgme In
2001, Napster was the fastest-growing applicatiorthe
Internet’'s history [52]. Whereas Napster still @ined
some central elements, Gnutella is a fully dectinéd,
unstructured system [53]. Since the advent of tlsgstems
a number of proposals using for instance Supernfiggs
[55] or decentralized structured approaches baseldash
search and indexing [56], [57], [58] have been tewed.
Further, some systems use hybrid approaches thatine
client/server aspects with P2P structured and weistred
concepts [61], [62], [63]. Structured P2P netwonkdex
content using hash indices. These hash indicessept
meta-information to a certain extent. However, kivel of
management and content support they provide iy fain-
ited. For instance range queries cannot so easilgup-
ported by structured approaché&sually only the search for
specific content objects where the identity is kna& possible.
Further, although there are proposals to provide load-
balancing (e.g., within DHT based systems [59],]]&X-
tive management of content within the system isroomly
not part of the systems.

While P2P networks still need to improve their meta
data management, they nonetheless offer the atilitgv-
erage the computation, disk and bandwidth resour€es
lot of hosts simultaneously in the Internet. P2Rwvoeks
are expected to solve two important issues reltdecbn-
tent distribution: First, the streaming of contémta large
population of clients in the (best-effort) Internahd sec-
ond, the large scale distribution of files (e.dgrus patches
or OS updates). We hereafter review the main prpos
that address these two fundamental issues.

Two main classes of streaming applications canide d
tinguished: VoD (Video-on-Demand) applications and
more delay-sensitive live streaming multimedia a@pl
tions, such as the seminar or television broadcast.

A lot of mechanisms have been proposed for VoD-like
applications and they usually leverage multiple dasgp
peers and one receiver [64], [65], [66], [67]. Soswdu-
tions also propose layered video coding or multigée
scription coding to handle the asymmetric propsrtiethe
access networks (e.g., ADSL or cable modems) [68],
Issues related to streaming live multimedia flowasénalso
been addressed in the research community and @uduti
include single or multiple applicative multicaseéds. The
single tree approach is the most popular todaysamg to
reproduce the native IP multicast structure actasselled
unicast connections between peers. It is used atopols
like Spreadlt [70], PeerCast [71], ESM [72], NICE3]
and Zigzag [74]. The main differences between ftifferd
ent schemes lie in the target goals (e.g., religbleunreli-
able multicast transmission), the algorithms usectre-
ate/maintain the tree and to manage peer arrivalsde-
partures. The second approach which is based otipraul
multicast trees allows to achieve load balancind ah-
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tains a better resiliency to node failures and patdss by
using appropriate data encodings. Such mechanisms
clude Splitstream [76], CoopNet [77] and P2PCa#§{.[7
Bullet [79] is an original hybrid scheme combiniagstan-
dard single-tree structure and a mesh made of rarutm-
nections (orthogonal to the tree) used to sendbtlik of
data among peers which are far away in the traauaiey.

Usually, the actual media (i.e., video, audio, ie®g
web-content, etc.) is managed separately from tRdata
within special file or storage systems. For the imedla-
tively large, storage intensive files have to badiad. The
communication requirements can vary between a feyg K
to hundreds of Mb/s (e.g., MPEG-4 based video [3Bie
metadata is typically a structured representaticthe data

The second important issue addressed by P2P networkrelated to, (respectively describing,) contenttddata can

in the context of content distribution is the reption of
files on a large set of peers. The most importaatlenge
here is to devise distributed algorithms that, oe dand,
enforce the cooperation among (selfish) hosts andthe
other hand, are robust to early departure of paadsto
flash crowd arrivals of new peers. BitTorrent [8[#4] is
currently the most popular P2P replication appiwatThe
entry point to a BitTorrent session (replicationaosingle
file) is a web server that redirects the clienthte so-called
tracker that keeps track of all the peers activéhan ses-
sion. The tracker itself is not involved in theefitlistribu-
tion. The latter function is based on the swarmiegh-
nique, the file being cut into equal size chunkgpital size
is 256 KB). Two algorithms control the exchange
chunks among peers. First, a peer selection afgorihat
enables peers to consistently look for the fastesvers
and second, a chunk selection algorithm that alldevs
maintain the diversity of chunks in the system. @ilg
BitTorrent appears to be extremely efficient forgka ses-
sions (thousands of peers) with flash crowds [24]i. et al.
provide in [81] an in-depth mathematical study loé Bit-
Torrent algorithms, while [82] provides a more gahe
study on large scale replication strategies (usihgins,
tree, and parallel trees). Slurpie [31] proposesenumm-
plex algorithms to achieve goals similar to BitTeort. Pre-
liminary results are promising but the actual perfance
of Slurpie (large number of clients and/or flasbved) is
unknown. FastReplica [83] offers a solution to &asgale
replication in the context where all peers are igd by
a single entity, as the case of the surrogate semka
CDN provider.

of

3.4 CONTENT M ANAGEMENT SYSTEMS

At present, content is mainly managed within thpliap
cation domain. In general, two types of content aggn
ment systems (CMS) can be distinguished, i.e.,eqyst
managing Web pages and documents [35], and profesdsi
CMS that are used in content production (e.g., fnd
video production), handling and delivery [29]. Wéas the
former is mainly concerned with managing informatio a
certain presentation context, the latter suppods anly
content administration but also all processes amdkflows
related to content production, handling and trassion.
What these systems have in common is the architdctu
approach. In both cases, an architecture in wriehdif-
ferent content parts are managed largely indepélydisn
the core of the system.

be represented in data models (e.g., the BBC's SMEF
[37]) or description schemes (e.g., MPEG-7 [38],bu
Core [39]). Very often the metadata is encodedguxiML
[40]; for the professional domain a combination tbé
SMPTE Metadata Dictionary and the Key-Length-Value
protocol is proposed [41]. Sometimes media and dadta

is handled together for instance within MPEG-2 Mot
Program Transport Streams [29] or in content flleg.,
MXF [42] or BWF [43]).

For large CMS that span an entire organizationsa di
tributed architecture is being adopted. The diffiesystem
components are connected via various different owdsy
(LAN, WAN, Fibre Channel, SDI, etc.).

Further, autonomous CMS within the same organimatio
are also linked to allow access to content underctntrol
of another organizational domain (e.g. the arclg¥S to
editorial office CMS). At this level the integraticanges
from simple message exchange over the use of AP t
full integration using component based applicati@vel-
opment. Flexibility and scalability are ensuredngscon-
cepts such as service groups and broker-manageelsnod
[29].

What is currently missing are automatic contentragig
tion according to information-life-cycle conceptsdaself-
organizing CMS. The former is referring to autoroally
moving content to the most appropriate locatioraidis-
tributed CMS infrastructure. For instance, newsteonn
could be automatically transferred to the archivdSCafter
a certain time period. Self-organizing CMS is refeg to
networked systems that allow the flexible addit@fnsys-
tems and components without the need of centratralon
Ideally, new CMS would join the CMS network without
any manual configuration.

In today’'s CMS, content management is entirelyrigki
place within a CMS middleware layer or at the ation
level. The communication sub-systems are solelyl use
transfer data. IT networks such as LAN or the im¢rare
assumed to be purely best effort not providing spscific
support for the transmission of content. Apart frms
specific networks for the transmission of video adlio
(e.g., SDI, SDTI, satellites, etc.) or dedicatedwaoeks
(e.g., within storage area networks) are deployepaat of
the CMS infrastructure.

4 A SNAPSHOT OF ONGOING RESEARCH
ACTIVITIES
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In order to achieve a better understanding of hosv t
research community is approaching the problem taack
the previously described state-of-the-art, we hdistrib-
uted in 2004 a questionnaire to all members of ktNe-
Next is a Network-of-Excellence, which is funded tine
6" Framework Programme of the EU and which is formed
by 42 European research groups in networking asiaitoH
uted systems. The particular goal of the questivansas
to get a concise overview on ongoing research iiesvin
the area and its recent results, like researcreptsj PhD
works, publications etc. Additionally, we are irgsted to
learn about the basic assumptions, like in whichiren-
ments shall the solutions be working, which toals ased
for CN research, and what are the main challengeuf
ture CNs. The fact that 14 research teams from #E-Ne
answered the questionnaire and helped us to igleR#f
projects and 21 PhD theseis in E-Next itself dertrates
that CNs are regarded as an important research fiethis
section, we give a brief summary of the assumptiappli-
cations and tools, while the next section is iraéigg most
of the responses and the main challenges and disicem
in more depth.

In the research projects that have been identifteate
is a clear consensus about the networking infreitra
that should be addressed: all assume an IPv4 basted
work and some do not exclude a later transitioliPid, all
consider best-effort networks and some combine thvém
DiffServ, and mainly large scale systems are tadjethe
applications that are supposed to use the CNsatleatle-
veloped in the different projects comprise the sitzd
Video-on-Demand as well as News-on-Demand with high
user interactivity, Distributed Content Managem@ystem
for Professional use, Medical Digital Video Libramfe-
dia-on-Demand for Education, 3D Virtual Worlds far
large number of users that interact through mutica
streams. The tools that are used for these respaopcts
comprise various programming tools and simulatioois,
of which ns-2 [94] is clearly the favourite toolrfonost
researchers. However, many researchers have katiae
simulation is just an early step in the developmand
PlanetLab [88] as a test-bed is regarded alsorgsmeor-
tant. Furthermore, topology generators, like Biig9],
workload generators, like MediSyn [90] and ProwGen
[91], and content creation tools like Helix DNA Hreer
Command Line Application [92] and camtasia [93] are
applied.

5 CHALLENGES

There are many challenges that need to be addressed
future CN research. In this section, we state G¥e¢hose
challenges that we deem to be major ones:

1. How to handle unexpected resource demand and5.2
network conditions?;

2. How to design and develop a research CN?;

3. How many CDNs do we need to fulfill the re-

quirements of different applications?;
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4, How to take advantage of application and content
semantics?.
5. How to deploy future large scale services?;

51 M EASUREMENT EFFORT

CNs rely on CDN services to distribute and manage
content within the network. Fundamentally, the egeece
of CNs does not necessarily require any new CDNhaec
nisms apart from the necessary customization redfior
each application so that CDN elements (surrogateese
proxies) become aware of the content and applicate>
mantic. A challenge lies in the ability of the C@ements
to react fast enough to changes in network conditito
avoid any service disruption. The more interacthe ser-
vice is, the more stressed the CDN elements arig.Sltna-
tion is somewhat new compared to first generati@N€
where the foremost purpose was to boost up acoés&eb
content. The main challenge for the first genera@dNs
was to offer a significantly better service compiate the
legacy Internet best-effort service. In the cas€NE, the
objective is not primarily to offer a better sewithan the
legacy best effort service but to offer a consistarvice
throughout users sessions’ lifetime. With respectthis
constraint one of the biggest challenges for CNkasabil-
ity of CNs to continuously monitor network condiim
Among other aspects, monitoring network conditions
means assessing available bandwidth and links dgpac
different network segments (from central to surtegserv-
ers or from surrogate servers to clients). Whitshteques
and tools have been proposed by the network measute
community (see [30] for a survey on bandwidth measu
ment techniques), we are still far from a satigfysolution
to meet multimedia content requirements. Directisgrs
to the correct surrogate server also requires peneas-
urement techniques. Extreme cases of network load
changes are flash-crowd and DDOS attacks. The epunt
measures to be taken against these events migahdem
the service that is provided. High added value isesv
(e.g., interactive video-on-demand) might requipecsfic
provisioning while intermediate added value sewif®g.,
personalized news-on-demand) might rely on useygpe
eration through some peer-to-peer mechanism to demp
rally offload the CDN [31], [32], [33].

Network monitoring if also important in the contedt
the wireless world, because it converges to a wibkolu-
tion. Wireless users might have high download badthw
(e.g., in 3G networks), but may suffer highly tuating
network conditions due to mobility or fading effect

TOWARDS A RESEARCH CN

The need for a CN research platform stems maioiwnfr
two aspects of CN research. There is the need ltecto
usage statistics to inform system design and ergimg
decisions. Here the challenge is to "look into thture”,



by deploying new services to a user population anda
platform reflecting a real world deployment, rathean
restrict testing to the labs. To be effective, saclCN
should not only be very stable, but also operatiisirwa
realistic scenario.

On the other hand, researchers will also want talile
to quickly deploy and test new services and meamasyi as
part of a normal system research cycle. In thigeodnsta-
bility cannot be guaranteed and the drive for quisults
would mean simulating user requests (using the pagl
terns measured on a stable CN) to generate redtaifit.
This points to the need for an integrated reseéname-
work that allows researchers to quickly assemble 3pdt
tems from existing components implementing partshef
system they do not directly focus on.

Furthermore, because of the performance issues
countered in CN research, researchers should ks ghe
opportunity to experiment with low-level operatisgstems
mechanisms (e.g disk scheduling, network protoaits).
However, access to low-level system mechanismsasa
dramatic impact on the overall system performanced a
stability and should therefore only be granted ribger
isolation of concurrent experiments can be guaeghte

It should be noted that world-wide testbeds alreaxty
ist (e.g., PlanetLab [88]) which can be used fopsut part
of the CN research. However, it is not clear thate test-
beds are sufficient as their operating performaneg not
reflect the real operating circumstances one wéottlin a
CN: for instance, due to other experiment beingiedrout
on PlanetLab, node loads and offered traffic may be
skewed away from reality, while the sharing modet-c
rently used in PlanetLab seriously limits the dsgbace
available to each experiment. It may thereforenbees-
sary to create a separate, but complementary, Glkeg
with access control in order to limit concurrenpesments
to a reasonable level. In this context, operatyggesns that
provide virtual machines on top of the hardwareg.(¢he
Xenoserver [110]) can effectively be used to migtip
several virtual CN networks (including a stablegtistics
collecting one) onto the same hardware platformilenvh
providing the required isolation properties. Viliaation,
coupled with appropriate time-multiplexing accessitcol
to the platform (i.e. booking system that limite thumber
of concurrent experiments) and advanced portal aupp
(for the repository) of code and research resaséism to be
a promising approach to providing a research CD&-pl
form.

Whichever approach is taken to built such a CN re-
search platform, common challenges include: acesss
sharing of interesting content to reflect normadruspera-
tions, the very difficult task (due to the distribd nature of
the testbed itself over the Internet) of being dblmeasure
and recreate conditions of an experiment, the piisgito
quickly put together (i.e., integrate) the requifedctional-
ity of a CN that incorporates specific new mechasisetc.

Finally, we must stress that with virtualizationrzein-
troduced to PlanetLab in the near future [88], tha&jor

en-
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difference between the proposed research CN phatéord
PlanetLab will be in the access control model, whgr
access to the CN platform will be based on keepimy
number of concurrent experiments to a reasonabkd b
all times (while providing long-term access fairsigsas
opposed to providing a fair share of existing resesl to
an unlimited number of experiments. However, desttie
differences in access control, both platforms wosiill
complement each other with, for example, clients on
PlanetLab generating requests for content on theareh
CN. This complementarity of the platforms is a key
large-scale CN research.

53 How MANY CDNSs?

If one considers CDNs as the set of functionalitiad
active devices within the network and CNs as aneupp
layer that aims at transforming application andrsiseeds
and information into metadata, then two naturalstjoes
arise from this global picture:

1. To which extent can the application and users
requirements be transformed into metadata thatvallo
CDNs to operate without any further control of #pe
plication? The next section will elaborate in moe
tails on this question

How many CDNs/CNs architectures do we need?
Concerning the latter question, two extreme answers
are:
*« One CDN architecture per application: An argument
for this case is that each application has its com-
straints (e.g. QoS constraints) that require specif
mechanisms (caching web documents is fundamentally
different from caching video content)
One CDN architecture shared by all applications: An
argument for this case follows from Ssection 4, ighe
it appears that current and future multimedia ajapli
tions needs can be handled using a limited and well
identified set of functionalities (caching, preefeing,
etc.). We can thus expect the emergence of a generi
CDN that all applications could share. A typical ex
ample along this line is presented in [34] wherés it
shown that an NVoD architecture, originally designe
for the large scale distribution of long video mewi
(e.g. 90 min), was still efficiently performing whe
distributing small clips (e.g., 5 or 7 min).

As usually in such cases, we can expect the coarect
swer to lyeye in between the extremes. Accordinglg,
can expect that a few CDN architectures will emere
first sight, we could expect these architecturecdore-
spond to a few application profiles, depending fun level
of interactivity, the business model, or the natafethe
service, e.g. streaming vs. stored content digidghu etc.
However, we believe that the exact number of CD&hiar
tectures is more fundamentally a function of théeeito
which the CDN operations can exploit metadata iedep
ently of the application control. We elaborate morethis
point in the next section.



T. Plagemann, V. Goebel, L. Mathy, A. Mauthd urletti, G. Urvoy-Keller 9

While the number of distinct CDN architectures s a
important issue, we can expect, from an operatipoait
of view, that the number of operated CDNs will begk.
As a consequence, there will be a need for intaking
between CDNs. This issue has already been addréssed
Section 3.1. However, as pointed out by [9], sunitiaitive
has little chance to succeed due to the complextitjefin-
ing a peering service among CDN providers, as was s
larly observed with the deployment of DiffServ otS$erv
among ISPs. A more promising approach might béeas
ing of on-demand resources, where a CDN provideravo
lease some CPU/storage resources, e.g., to coje awit
sudden increase of audience during some speciat éke
the Olympic Games.

54
MANTICS

EXPLOITING APPLICATION AND CONTENT SE-

Current CDN approaches are either implicitly exploi
ing application and content semantics (e.g., cachtrate-
gies for Web content), use a rudimentary sub-sgt,(B2P
file sharing applications) only or largely ignore How-
ever, the goal of a CDN is to appropriately exptbém to
optimize the delivery of content within a CN. Theat
lenge in this context is how to find the right lewd ab-
straction and balance of application knowledge iwithe
communication sub-system.

The content characteristics that can be exploitetia
level are material and location related metadataateo
content related metadata. Material related metaed¢a to
the kind of multimedia data (e.g., video, audio,BAp@ages)
and multimedia data formats. This allows providygfi-
mized communication support for a specific multimaed
data type (e.g., streaming of continuous multimedtda
with bit-rate adaptation in the case of layered oelec
video). Location metadata gives information abohere a
copy of the content can be found in the systems Téfiers
to content in different formats and can includeimas ver-
sions of the same content object. Location inforomatap-
tured in Distributed Hash Tables (DHTS) is an exkengd
how basic location information can be exploite&i@DN.
The challenge is to use more sophisticated condbjpts
also include information about alternative versjasts.

better and more efficient utilization of resoureesl/or an
improved QoS for the service user.

The fact that IPR information can be used to otémi
CNs is a valuable side effect of its main task totgct
content against unauthorized, illegal usage. It ttabe
included at the level where content (and not juea)is
being distributed. Thus, it has to be part of a CN.

Apart from the question how and to which extent the
different metadata types should be exploited thadsalso
is how to represent it in the system. In generatatiata
can be placed together with the content or may &eaged
independently linked via unique identifiers. Metedas
part of the multimedia data can for instance bendbin
different file and stream formats. Further, meahihdjle
names and ID can contain metadata information. Eaven
traditional TV signal caries metadata in the blagkinver-
val. However, the provisions for metadata as pérthe
media are not sufficient for rich metadata inforimatsets.
Further, it restricts the usage of this informattogether
with the media. Therefore, it makes sense to keefadata
at other locations to use it for system-wide operat and
not only within a local context. Traditionally, détases are
used for the management of structured data. If lzma
they can be used within a CN infrastructure habdae-
searched. Further, other alternatives for the sgmation
of metadata (e.g., information represented as glathe
infrastructure) also have to be investigated td fime most
optimal way for utilizing metadata within CN.

55 L ARGE SCALE ISSUE

Currently, Akamai, the largest existing CDN, opesat
more than 10,000 boxes. Akamai is offering a seryar
Web objects and also, at a smaller scale, an aidiéw/
streaming service (see [87] for details). Howeveg, type
of applications that CDNs/CNs will support in the&ture
will transform the current business model whereteon
producers pay content providers to maximize theaichjpf
their content into a business model where end uséfrs
also pay to receive (high quality) content. The rmiasue
will thus be to deliver this high quality contenta scalable
manner (scalability is necessary to maintain loverap

Whereas material and content related metadatalare ational costs). With respect to the scale of thebfm, the

ready being exploited to a certain extent by CDohtent
related metadata is usually not considered. Comedated
metadata refers to all descriptive information.eRaht in
the context of CN is information that allows idéyitig and
finding content, and IPR related data. Togethehwibn-
text information this can be used to improve cohten
placement and delivery within a CN. For instandeg t
knowledge about a certain event (e.g., internatifowball
game) can be exploited to place all the relatederurin
close vicinity to the contestants’ domain, i.egah be used
to do (pro-) active content management within a Thk
gether with the application semantic this shouldxde

following questions need to be altogether addressed

. How to handle heterogeneity of receivers in terms
of network fan-in, fan-out, and resources availadle
the terminal (e.g., CPU, screen size).

. How to handle scalability for broadcast events to a
large audience, scalable congestion control. [H]
have demonstrated the complexity of this lattenass

. How to support low-latency streaming of live mul-
timedia flows (e.g., minimize the number of hops; s
lect not overloaded peers, etc.sThe research plat-
form described in Ssection 5.2 will of course ptay
important role in the study of scalability issuesl &o-
lutions. For instance, it will be capable of sugpay
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large-scale experiments that integrate, and sty t [2]
integration of, various research results into glsin
system (e.g. hybrid CDN using techniques from P2P),
within a realistic usage scenario. 3]
6 CONCLUSIONS

CDNs are since several years subject to reseatth. T
fact might give the naive observer the impressiat tur-
rent and future research results in this area céyle of
incremental nature. However, this impression isngr; as
we have shown in this paper. First of all, a comrtemi-
nology is missing, especially for researchers cgniiom
different communities, like networking, VoD, multadia
database systems, and content management. By ldegcri
the high-level structure of CDNs and CNs, theirimas
tasks and relationships, this paper aims to cantiilbo a
common terminology. There are many important recent[s]
research results and research activities in tha arel a
brief overview on them is given in Section 3 andt®a 4.
However, there are many grand challenges that have
yet been solved and different research groups loae
recently started to address a few of them. Our epticn
of the open research challenges has been validgtede
questionnaire that has been answered by many adin
European research groups in the field. One of timencon
threads in all the research challenges we havesaded is
the necessity to move from single mechanisms develo
ment towards real-live deployment. Individual meubms
have to be tested, evaluated, and deployed inaheext of
a CN and not just in an independent simulationroule-
tion environment. Operational CNs have to be messur
and semantics of content and applications haveetexs
ploited to improve efficiency of CN maintenance drder
to be able to approach these research challengestings
that are as realistic as possible, the properbeds are
needed. Planet-lab is a first step in this directlout more
specific CN support is necessary to enable realiatige-
scale testing and deployment of CNs.

We hope that this paper contributes to establislaing
better understanding of the issues and challemg€diand
encourages researchers to address those problems.
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